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Abstract: This paper proposes a novel method for an AI powered improvement of the estimation of a distance between the camera and an imaged object using image-plane 
homography. The method exploits the homography between two planes, the image plane and the rail tracks plane, and an artificial neural network that reduces the estimation 
error based on collected experimental data. The SMART multi-sensory onboard obstacle detection system has 3 vision sensors – an RGB camera, a thermal vision camera 
and a night vision camera, in order to achieve greater reliability and robustness. Although the methodology presented in this paper is applicable for each vision sensor, the 
proposed method was tested with the thermal camera and in impaired visibility scenarios. The validation of estimated distances is done with respect to real measured 
distances from the camera stand to the objects (humans) involved in the experiments. Distances are estimated with a maximum error of 2% and the proposed AI powered 
system can provide a reliable distance estimation in impaired visibility conditions. 
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1 INTRODUCTION 
 

The quality and cost competitiveness of railway freight 
transportation can be considerably improved by following 
the trend of automation in order to achieve a cost-effective, 
flexible and attractive service. Today, automation and 
autonomous operation have become common in road, air 
and marine transportation. Modern harbours have 
Automated Guided Vehicles (AGVs) that carry shipping 
containers from cranes to trackside, warehouses, 
distribution centres, while auto-pilots are standard on air 
carriers and huge cargo ships, and there is no need for a 
large number of on-board personnel. The development of 
autonomous cars and trucks is already in a serious phase. 
Also, the development of autonomous systems in rail 
transport has been present mainly in the area of public 
transport services (driverless metro lines, light rail transit 
(LRT), people movers, and automated guided transit 
(AGT)). The basic idea was to use a certain level of 
automation in order to transfer operation tasks from the 
driver to the train control system (e.g., ERTMS). 
According to The International Electrotechnical 
Commission (IEC) standard 62290-1, Autonomous Train 
Operation (ATO) is part of a highly automated system with 
reduced driver supervision [1]. 

For the fully autonomous train operation all the 
activities and responsibilities of train operators need to be 
taken over by several systems that can sense the 
environment and overlook the scene, detect potentially 
dangerous objects on the train's path and react accordingly 
and in the right way [2-6]. 

The obstacle detection system, the main part of the 
ATO system, will need to monitor the environment 
according to freight specific and general use cases, e.g., 
EN62267 and/or relevant projects working in the field of 
automation. In order to fulfil strict railway standards and 
regulations, an Obstacle Detection System (ODS) should 
work in a challenging environment and in hard visibility 
conditions. ODS represents a machine vision system with 
hardware and software solutions (Fig. 1), so as to provide 
reliable information of obstacle existence on the railway 
and/or its close vicinity, and to estimate the distance from 
the system to the detected obstacle [7]. The system needs 
to operate in real time and in different light conditions (day, 

low-light and at night), detect obstacles at very long ranges, 
e.g., up to 2 km, work reliably in troubling weather 
conditions, including heavy winter and desert-like 
situations, and maintain reliability while a train moves 
within the speed range from 0 km/h up to 180 km/h. 

A common characteristic of most ODSs is that they can 
operate only in day and good-light conditions. Due to 
different illumination and weather conditions, as well as in 
low-light conditions, visibility of objects can be reduced 
and those systems do not give satisfactory results of 
detection. In these very specific conditions, a thermal 
imaging system can be used because its operating range is 
in the invisible infrared region of the spectrum. There are 
not many fully developed methods for the detection of 
living and non-living objects with thermal imaging systems 
[7]. 

The complexity of object detection rises when a 
thermal imaging system is mounted on a moving platform 
or some vehicle. An approach to real-time human detection 
through processing a video captured by an IR (infrared) 
camera mounted on the autonomous mobile platform is 
presented in [8]. Advanced control of a mobile robot with 
the goal to recognize a human in an indoor environment 
and allow adequate human-robot interaction is presented in 
[9]. Its operation is based on the intelligent advanced 
segmentation and classification of detected regions of 
interest in every frame acquired by an IR camera. 
Furthermore, the authors in [10] used a stereo system for 
the detection of pedestrians employing two far-infrared 
cameras mounted on a test vehicle. In situations where 
pedestrians are very close to each other and at the same 
distance from the vision system, they are often detected as 
a single pedestrian. Furthermore, the presence of objects 
with a similar size and shape to a pedestrian represents the 
most frequent cause of misdetection. 

A system with a monocular IR camera mounted on a 
test vehicle-a car, presented in [11], is based on a multi-
resolution localization of warm symmetrical objects with a 
specific size and aspect ratio with the goal to detect 
pedestrians. Experiments showed that the proposed system 
is able to detect one or more pedestrians, but only in the 
range of 7 to 43.5 m. 

In the field of railways, there are not many uses of 
thermal imaging systems for any purposes. However, in 
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[12] the authors used a thermal camera mounted on the 
train's roof and analysed a possible dangerous situation 
when trains operate at night and in bad weather conditions, 
especially when some objects can be found on rail tracks. 
It is concluded that, with the utilization of an IR camera, 
the driver can recognize a possible object on the railway 
long before the object is illuminated by the train's 
headlights, but cannot determine if that object is human or 
not. Furthermore, a method for detecting objects on the rail 
tracks in front of a moving train using a monocular thermal 
camera is proposed in [13]. This method is based on the 
localization of rail tracks and the anomaly detector that 
detects objects that do not look like rail tracks where they 
are expected to be. However, the method was tested only 
on square and rectangle-shaped simulated objects, but the 
results showed that it can be used only on a limited range 
due to its assumption of a constant curvature. 
 

Figure 1 Concept of ODS [4] 
 

In this paper, image-plane homography for object 
distance estimation from the thermal camera described in 
[14] is improved using an artificial neural network. The 
goal of the application is obstacle detection and tracking in 
railways, so the considered image-plane homography 
concerns two planes, the image plane and the rail tracks 
plane. In an ideal case where assumption is that entire 
visible rail tracks are in a single plane and the image is 
undistorted and rectified, homography would give very 
accurate distance estimation. However, due to the image 
distortion, and the fact that rail tracks can have up to 2% 
inclination and declination, the accuracy of the distance 
estimation varies depending on object position both in real 
world and image plane. An additional problem is 
introduced through imprecise coordinates of the bounding 
box of the object recognized on or near the rail tracks. 
Therefore, the idea of using artificial intelligence based 
algorithm, namely multilayer perceptron (MLP), for the 
distance estimation was the next logical step. The MLP 
distance estimator can deal with nonlinearities between 
input and output data. As in homography estimation, 
bounding box features represent input data, while output 
data is the estimated distance. Since the distance of the 
detected object plays a major role in the accuracy of the 
estimation, the novelty of this research lies in the selection 
of the homography estimated distance as an additional 
input of MLP. 

Adequate MLP input selection greatly influences MLP 
performance, i.e. accuracy and speed. Based on 
comparison of various input selections for the MLP 
distance estimator, presented in this paper, one network 
topology is selected as the optimal for the real world 
application. The proposed MLP distance estimator should 
improve the accuracy of the traditional image-plane 
homography method and can be used for distance 
estimation in both daylight and low to no-light conditions, 
while also applicable for long and short range obstacle 

distance estimation. Unlike deep learning Multi DisNET 
[15], the proposed method is based on the multilayer 
perceptron (MLP) and therefore does not need a large 
training data set. 
 
2 RELATED WORK 
 

The estimation of distances from the ODS to the 
objects (obstacles, or targets in military applications) has a 
very important role in different safety critical applications 
such as mobile robotic applications, autonomous vehicles 
and Intelligent Transportation Systems (ITS). There are 
two types of methods for measuring and estimating the 
distance between two objects active and passive [7]. Active 
methods are based on sensors such as ultrasonic, radar and 
laser scanners, which use different types of signals in order 
to measure distances. Passive methods receive information 
about the object's position in the environment using a 
camera for passive measurement of the scene [16]. 

Vision-based systems use passive methods to provide 
highly valuable information about the environment and 
they are usually grouped into two classes: monocular and 
stereo-vision systems. A stereo vision-based system uses 
two cameras and so-called triangulation to obtain 3D 
coordinates of an object and thus to estimate the object 
distance [17]. A monocular vision-based system uses a 
single camera for capturing images and exploiting the 
geometry of the scene for distance estimation. In [18], a 
single camera, which has dual off-axis apertures that are 
covered with colour filters, was used to estimate the 
distance by finding the relative shifts between the 
projections of a point on an object through the two 
apertures. There is another use of the relationship between 
the physical distance of an object and its pixel height, 
which was exploited to find a mapping employed in the 
estimation of the distance of an object using a single image 
captured by a single camera, as presented in [19]. With this 
method, the achieved accuracy was as high as 98.76%, but 
with limited application. Also, a model for the relationship 
between the resolution of an object of interest and the 
distance from the camera as a growth series was proposed 
in [20]. The model was tested on random image samples 
captured by a single camera, and the results showed a very 
minimal error, in the range of 0.5 - 1%. Furthermore, the 
use of a single camera for the estimation of a distance from 
the camera to the human face was presented in [21]. The 
formula for distance estimation was based on the 
relationship between the pixel area and distance, and was 
derived from the pinhole camera model, camera calibration 
and area mapping. The results showed that the accuracy of 
measurement was above 95%. On the other hand, for 
automotive application, the ratio of the real distance 
between a host vehicle and a vanishing point, measured in 
metres, and the pixel distance from the host vehicle to the 
front vehicle, measured in pixels, was used for the 
estimation of the distance between the host and front 
vehicles, in [22]. The combination of two distance 
estimation methods, one based on the fact that the vehicle 
distance and the vehicle width were inversely proportional 
and the other position-based with the mapping of the 
detected vehicle onto a 3D space, was proposed in [23]. In 
testing on 1000 sequential images with the 640 × 480 
resolution captured by a single camera, the proposed 
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method achieved 94.9% of accuracy in total, but was only 
applicable to daylight conditions. In [24], the focal length 
in pixels, the single camera height from the ground and the 
y coordinate of the point on the bottom line of the bounding 
box circumscribing each detected vehicle were used for 
distance estimation, as well as for computing a 
homography to increase accuracy. Improving the accuracy 
of distance estimation between two vehicles by monocular 
vision based on the vehicle pose information was presented 
in [25]. The results showed that this system was suitable 
for distance estimation when vehicles were within 30 
metres. Some authors used a single camera and the Inverse 
Perspective Mapping (IPM) method for the estimation of 
distance, in order to provide a transformation of a forward-
facing image to a top-down "bird's eye" view, in which 
there was a linear relationship between distances in the 
image and in the real world [26], and to remove the 
perspective effect in the HSV colour map [27]. The 
experiments showed good results, but the error increased 
with long distances. On the other hand, in [28], the method 
for distance estimation was proposed based on known 
parameters the camera field-of view, the height of the 
camera above the road level, the camera angle, etc.. 
Compared to IPM, this method showed better results in the 
short range, while both approaches showed a very similar 
error for medium distances (in a range of about 22 to 27 
m), and the error level increased significantly (up to 9%) 
for the IPM method for far distances. The utilization of the 
homography method for the estimation of distances 
between a single thermal camera and detected objects in 
railway applications was presented in [14]. Objects 
(humans) were placed on and near the rail tracks and 
satisfactory results were achieved on a range from 50 m to 
500 m with the maximal estimation error of 2%. There are 
methods that use a combination of a monocular camera and 
artificial intelligence tools for distance estimation. In [29], 
a detected rectangular bounding box for micro Unmanned 
Aerial Vehicle (mUAV) was used for distance estimation 
from the camera to the object. The authors made a training 
set of 35570 pairs of the width and height of the bounding 
box, and its known distance, and used it to train a support 
vector regressor (SVR). The distance estimation was 
evaluated by means of indoor videos only, and gave good 
results. The distance estimation system based on a Multi 
Hidden-Layer Neural Network, which was used to learn 
and predict the distance between the object and the 
monocular camera, was presented in [15]. This system was 
trained using a supervised learning technique where the 
input features were manually calculated parameters of the 
object bounding boxes resulted from the YOLO object 
classifier, and outputs were the accurate 3D laser scanner 
measurements of the distances to objects in the recorded 
scene. The evaluation of the system was done on the RGB 
images of railway scenes in a range from 100 m to 300 m 
and RGB images of a road scene in the range from 6 m to 
30 m. 
 
3 DATA ACQUISITION AND OBSTACLE DETECTION FOR 

DISTANCE ESTIMATION 
 

The acquisition of the data used for the MLP distance 
estimation training and testing was done using the SMART 
on board obstacle detection system for ATO [30] (Fig. 2), 

that consists of three monocular RGB cameras, one IR 
camera,  one night vision camera and one laser scanner. All 
the sensors were mounted on a specially designed vibration 
resistant metal housing. 
 

 
Figure 2 ODS mounted on a train for dynamic testing 

 
This setup was tested in field tests performed on rail 

tracks at different times of day and night. For obstacle 
detection in low-light conditions the thermal camera and 
the night vision system were used. 

For the real time online processing ROS Indigo Igloo 
Full Desktop was used, while using OpenCV library, 
CUDA 8.1 and working on Ubuntu 14.04 64-bit Qt 4.8.1. 
For offline ANN training and testing and GA optimization 
MathWorks MATLAB was used as well. 

In order to evaluate the proposed method for long-
range object (obstacles) distance estimation, field tests 
were performed on a Serbian railway test-site (at the 
location of Babinpotok village, near the city of Prokuplje) 
approved for the experimental use by the Serbian Railway 
authorities (Fig. 3). 
 

 
Figure 3 Testing site 

 
The experimental set-up for the field tests presented in 

this paper used SMART ODS placed on a static test-stand 
on a level crossing so as to view the straight rail tracks in 
the length of about 1200 m. During the tests, humans acted 
as moving obstacles in the vicinity of the rail tracks and for 
various distance ranges. The thermal camera was used for 
recording the rail tracks scene with the objects (persons) on 
the rail tracks in low-light (night) conditions (the intensity 
of illumination was 0, measured with a luxmeter). 

For the calculation of homography matrix, two objects 
(persons) were positioned on the opposite rail tracks, 50 m 
and 1000 m away from the test-stand. During the 
experiments, three persons, members of the research team, 
including the authors of this paper, imitated potential static 
obstacles on the rail tracks located at the distances of 950 
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m, 940 m, 930 m etc., moving10 metres towards camera, 
up to 50 m from the camera test-stand. The real distances 
from the camera stand to the "obstacles" were pre-
measured and marked on the rail track using both a laser 
distance meter and GPS, and additionally checked during 
tests using GPS sensors by the persons involved in the 
training/testing data acquisition. 

After data acquisition, object detection was done in 
order to provide class and bounding box of the detected 
object. 

According to Johnson's criteria [31, 32], a distinction 
needs to be made between degrees of "seeing" a target in 
thermal imaging: Detection, Recognition and 
Identification (DRI). Johnson's criteria give a 50% 
probability of an observer discriminating an object to the 
specified level and 2 pixels per metre for detection are 
needed, 8 pixels/metre are needed for recognition and 16 
pixels/metre are needed for the identification of a person. 

The used FLIR TAU 2 640 × 480 is an uncooled 
vanadium oxide microbolometer sensor with 17 μm pixel 
size, which, together with a 100 mm lens, gives a field of 
view of 6.2° × 5° and an intrinsic field of view of 0.17 mrad 
[33]. Equivalently, at a 1000 m distance, each pixel covers 
a 17 cm × 17 cm square. This means that this system gives 
5.88 pixels per metre at 1000 m, which is good enough for 
detection but not good enough for the recognition of 
potential obstacles. 

The accuracy of distance estimation is correlated with 
an image processing algorithm for obstacle detection. 
Namely, small errors of bounding box coordinates can 
result in a significant error for long range distance 
estimation. During the implementation of the SMART 
project [14, 15, 30, 34], two approaches were used. The 
first approach is based on the traditional region-based 
segmentation and edge detection, while various soft 
computing methods were implemented for segmentation 
improvement [7, 14, 34]. The basic machine vision 
algorithm is presented in Fig. 4, and the image processing 
results from [7, 14] (Fig. 5) were used for the development 
of the distance estimation algorithm in this paper. 
 

 
Figure 4 Machine vision algorithm 

 
Another approach used by the authors for obstacle 

detection is based on a state-of-the-art computer vision 
object detector YOLO (You Only Look Once), trained with 
a COCO dataset [15]. YOLO is a fast and accurate object 
detector based on a Convolution Neural Network (CNN) 
and its outputs are bounding boxes of detected objects in 
the image and labels of the classes detected objects belong 
to. 
 

 
 

 
Figure 5 Image processing results [12] 

 
In order to prepare distance estimation training and 

testing data, the experimental data acquired was processed 
using image processing algorithms developed and tested 
in [7, 14, 34]. 
 
4 HOMOGRAPHY BASED DISTANCE ESTIMATION 
 

The distance estimation results presented in [7, 14] 
using image-plane homography were used as a starting 
point for the research presented in this paper. The so-called 
homography [35] offers the possibility of mapping the 
image plane and the corresponding world plane. As a result 
of that mapping, the world 3D coordinates of each point in 
the imaged world plane can be calculated. As rail tracks are 
located in a plane with respect to the locomotive frontal 
profile, homography mapping is meaningful in order to get 
an estimation of the distance dh from an on-board mono 
camera to an object point on the rail tracks. 

This estimation of object distance involves two phases: 
calculation of homography matrix H and mapping of points 
from one plane to another, the rail tracks to the camera 
image plane. 

A point x from the rail tracks plane is mapped to a 
point in the image 𝒙′ according to: 
 
x' = Hx                                                                                (1) 
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where x is the homogeneous vector of the point from 
the real-world plane, x' is the homogeneous vector of the 
corresponding point in the image plane and H is the 3 × 3 
homography matrix. 

For the calculation of homography matrix H, four 
points were used, for which coordinates in the real world 
and the image were known. The calculation of the 
coordinates in the real world was done based on the 
experimental data, where the objects (persons standing on 
the rail tracks) were at distances of 50 m and 1000 m from 
the camera. In order to calculate the corresponding image 
coordinates, the railtrack detection was done using the edge 
detection technique and the detection of the objects on the 
rail tracks was performed using the region-based image 
segmentation. Intersection points of the detected objects 
and the detected rail tracks were considered as image pixels 
corresponding to real world coordinates. The same 
methodology was used in [14], but for the short-range 
distances (people were standing at the distances of 50 m 
and 150 m). 
 

 
Figure 6 Points for the calculation of matrix H [15] 

 
Calculated homography matrix H is: 
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Using the inverse of homography matrix H, the 

estimation of the distance between the camera and any real-
world point from the rail tracks plane dh can be calculated 
as: 
 

1
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h '

x

y d 
 
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The results of the proposed method for randomly 

selected distances are shown in Tab. 1. 
 

Table 1 Estimation for randomly selected distances 
Measured distance / m 65 215 375 585 775 910 
Homography estimated 
distance-person I / m 

71 200 302 470 690 924 

Homography estimated 
distance-person II / m 

67 204 332 496 714 924 

Homography estimated 
distance-person III / m 68 207 398 504 709 924 

 

 
Figure 7 Estimation of distances presented in Table 1 

 
The estimation results achieved by the homography 

based method can be useful, but estimation accuracy varies 
and this method cannot successfully incorporate the 
nonlinearities into the estimation model. The nonlinearities 
are mostly the result of the thermal image distortion and 
poor image processing. 
 
6 AI-POWERED DISTANCE ESTIMATION SYSTEM 
 

The presented homography based distance estimation 
lacks in precision and cannot deal with nonlinearities. The 
increase in accuracy with the current dataset can be 
achieved by alternative approach-based on artificial 
intelligence. The proposed system uses an artificial neural 
network-Multilayer perceptron, and the research was done 
into selecting the optimal input selection out of 5 possible 
inputs. 

Multilayer perceptron (MLP) is a feedforward 
artificial neural network (ANN), consisting of an input 
layer, output layer, and one or more hidden layers. The 
neurons in each layer are connected using weighted 
connections, linking each neuron of the current layer to all 
the neurons of the following layer. Every neuron sums 
weighted values of the neurons from the previous layer, 
when activated by the current neuron activation function. 
Since the MLP without the activation function can perform 
linear mappings only, applying the activation function 
(usually ReLU, Sigmoid, Tanh and Identity) to the layers 
can add a non-linear property allowing the model to 
approximate highly non-linear functions. The activation 
function is a mathematical function that serves to 
normalize values to a given range or to completely 
eliminate undesired values. The number of input neurons 
equals the number of variables in each data point amongst 
input values. The output value is determined by input 
values, the architecture of the model, and the connection 
weights.The MLP is trained using error backpropagation. 
The training process can be considered as adjusting the 
model weights and biases with the goal of minimizing a 
cost function [36-38]. The most important part of network 
design and performance is the adequate selection of the 
inputs and the preparation of the training set. Another 
factor in MLP performance is the used architecture, 
defined by the hyperparameters, such as the number of 
hidden layers, the number of neurons in each layer, the 
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activation function of the neurons and the backpropagation 
algorithm. 

The structure of the homography-ANN based distance 
estimation system is presented in Fig. 8. 
 

 
Figure 8 Structure of the AI powered distance estimation system 

 
The estimated distance yd is an output. Possible inputs 

are: homography based estimated distance dh, XL and YL 
coordinates in pixels of the centre of the bounding box edge 
that is in the rail track plane in the real world and the 
bounding box width w and height h in pixels.  

The initial ANN in this paper consists of five inputs 
(neurons) in the input layer, one hidden layer with 10 
perceptrons (neurons), and an output layer with one output. 
This type of the ANN MLP (with one hidden layer) is 
usually called plain vanilla. The inputs are: homography 
based estimated distance dh, XL and YL coordinates in pixels 
of the centre of the bounding box edge that is in the rail 
track plane in the real world and the bounding box width w 
and height h in pixels used for "feeding" the ANN, and the 
output is the predicted estimated distance yd used for back-
propagation process. This ANN model is trained on the set 
of data points derived from experiments and obstacle 
detection explained in Chapter 3. 

The cost function is created using the mean squared 
error (MSE) and it is minimized using the Levenberg-
Marquardt algorithm [39]. The activation function for all 
the neurons in the hidden layer is a Sigmoid function, and 
the activation function for the output layer is a linear 
function. 

Based on the initial 5 input MLP (MLP5), additional 
topologies were considered, where only the input layer is 
changed, while hidden layer had 10 neurons, output is 
estimated distance yd, activation functions for all the 
neurons in the hidden layer is a Sigmoid function, and the 
activation function for the output layer is a linear function 
and backpropagation was done using the mean squared 
error (MSE) and Levenberg-Marquardt algorithm. The 
MLP with 2 inputs (h and w, MLP2), MLP with 3 inputs 
(XL, YL, dh, MLP3) and MLP with 4 inputs (h, w, XL, YL , 
MLP4) were all trained with the same training data set as 
MLP5. For the prediction comparison 3 more parameters, 
alongside with the Mean Squared Error (MSE), were used-
the Root MeanSquared Error (RMSE), Mean Absolute 
Error (MAE) and R2 score. 
 
7 RESULTS 
 

The data set prepared using the experimental data 
explained in Chapter 3 contained a set of 273 samples (3 
persons detected every 10 metres on a range from 50 m to 
950 m) was used for training, validation and testing of 
MLP2, MLP3, MLP4 and MLP5, while there was no batch 
processing and batch normalization performed.  

The set of 273 samples was randomly divided so 191 
samples (70%) were used for training, 41 samples (15%) 
were used for validation and 41 samples (15%) for testing. 
During the training there was no deactivation of the 
neurons (dropout) since the number of neurons in the 
hidden layer was determined using the performance 
metrics. 

In order to evaluate the performance of the obtained 
models, the Mean Squared Error (MSE), Root 
MeanSquared Error (RMSE), Mean Absolute Error (MAE) 
and Coefficient of Determination (R2) were used. R2score 
can be described as a statistical measure which is defined 
in the range between 0.0 and 1.0, where a value of 1.0 
represents a perfect fit of the model and vice-versa [36, 
37].The R2score can be calculated as follows: 
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The performance metrics can be calculated both for 

Homography based estimation and MLP based estimation, 
and the results are presented in Tab. 2. 
 

Table 2 Performance comparison for various distance estimation methods 
Distance estimation 

method, inputs 
No. of 
epochs 

MSE MAE RMSE 
R2 

score 

Homography, XL, YL -- 271500 450 521.06 0.7795 

2-input MLP (MLP2), 
h, w 

58 2024.2 30.63 44.99 0.9707 

3-input MLP (MLP3), 
XL, YL, dh 

53 693.76 15.87 26.34 0.9899 

4-input MLP (MLP4), 
h, w, XL, YL 

71 1592.5 25.77 39.9 0.9769 

5-input MLP (MLP5), 
h, w, XL, YL, dh 

75 233.83 11.44 15.29 0.9966 

 
All the methods presented in this paper are used for the 

3D reconstruction of the objects on the railtrack plane from 
the 2D thermal image. The low R2 score of the homography 
based distance estimation method of only 0.7795 is a result 
of the used non-calibrated thermal image. Namely, the 
camera lens and sensors produce distortion and a distorted 
image needs to be undistorted and rectified through a 
calibration procedure for industrial use (like measurement, 
stereo-vision, etc.), and the chessboard pattern (printed on 
paper) is most commonly used for camera calibration. This 
would be beneficial for the thermal image as well, 
especially since a 100 mm lens was used, but the 
chessboard pattern for the used long range thermal camera 
needs to be very large and made of two materials with a big 
difference in reflectivity. This would make camera 
calibration very expensive and complicated. Thermal 
image distortion introduces nonlinearity that the 
homography method cannot deal with, and AI powered 
methodology can overcome this problem. 

The two input MLP follows the same idea as DisNET 
[15] and gives a good estimation of distance. Introducing 
additional inputs to MLP4 and MLP5 improves network 
accuracy. DisNET and Multi-DisNET [15] use the class of 
the object as an additional input and therefore represent a 
much more complex structure, that needs a much larger 
dataset for training at the same time. The proposed MLP2, 
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MLP4 and MLP5 are only applicable for distance 
estimation for one class of objects-persons. Still, for 
training of the proposed MLPs no big data set was needed. 
As expected, 5 - input MLP has the highest R2 score of 
0.9966. 

The proposed 3 - input MLP does not rely on the 
bounding box height or width, so the class of the object 
detected is of no interest for distance estimation. MLP3 can 
be used for distance estimation regardless of the class of 
the object, while having high quality regression with an R2 
score of 0.9899. 

It is possible to additionally improve MLP2, MLP4 
and MLP5 if the class of the detected object is introduced 
as an additional input, but this would require the 
preparation of a much larger training data set. 

Additional improvement of the MLP performance can 
be done through hyperparameter tuning. Namely, 
adjustment of number of neurons in the hidden layer was 
done and MLP performance comparison is presented in 
Tab. 3. 
 
Table 3 Performance comparison for various number of neurons in hidden layer 

No. of neurons 
in hidden layer 

No. of 
epochs 

MSE MAE RMSE R2 score 

5 114 416.78 13.04 20.41 0.9939 
8 11 591.21 13.25 24.31 0.9914 
10 53 693.76 15.87 26.34 0.9898 
12 29 563.90 15.96 23.75 0.9918 
15 34 412.06 12.40 20.30 0.9939 

 
The results are showing that the networks with 5 and 

15 neurons in hidden layer have outperformed the other 3 
structures. The diagram of estimation error for every tested 
structure is presented in Fig. 9. 
 

 
Figure 9 Absolute error of the estimated distances for MLP3 with various 

number of neurons in hidden layer 
 

The performance of the proposed AI powered distance 
estimation methods highly depends on the accurate object 
detection. If the bounding box of the object detected does 
not have a "low" edge lying in the rail track plane, the 
estimation of the distance can become highly inaccurate, 
regardless of the method. This may happen if there is an 
occlusion between multiple objects, if the object detection 
algorithm only partly detects the object, or if the object in 
the real world is not in the rail track plane (such as a bird 
or a drone). 

In order to evaluate the robustness of the proposed 
MLP5 and MLP3 methods and possibilities of their 
application in various weather conditions, the evaluation 
experiments were performed at another location, a level 
crossing in Žitorađa village, near the city of Niš, Republic 
of Serbia. The experimental set-up was the same as in the 
above described field tests, consisting of aODS with 
thermal camera on a test-stand. The experiments were done 
in night conditions, with the intensity of illumination of 0. 
The evaluation results are shown in Fig. 10. 
 

 
Figure 10 Distance estimation results for robustness validation 

 
The conditions for the evaluation were complex and 

much different compared to the scenario used for the 
training data preparation - different location, different 
railtrack slope, slightly different camera stand position, 
different weather conditions (outside temperature, 
humidity and precipitation). Regardless of larger 
estimation errors (Fig. 11), the presented evaluation results 
show that both the MLP3 and MLP5 methods are 
applicable for distance estimation. 
 

 
Figure 11 Absolute error of the estimated distances 

 
The change in the scenario showed that simpler MLP3 

outperformed MLP5 (Fig.10, Fig. 11), and since the main 
structural difference is the bounding box width and height 
used as an additional input of MLP5, it is presumed that the 
inaccurate bounding box determined through the obstacle 
detection process caused the estimation error of MLP5. 
The evaluation results once again show that obstacle 
detection plays a major role in accurate distance estimation 
and the main focus of further research should be on the 
improvement of the OD algorithm. 
 
8 CONCLUSION 
 

In this paper, the image-plane homography for object 
distance estimation from a thermal camera described in 
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[14] is improved using an artificial intelligence approach. 
The goal of the application is obstacle detection and 
tracking in railways, and the proposed Multi-Layer 
Perceptron based estimation approaches with 3 and 5 
inputs proved valid for future research. The basic point of 
the research is the image-plane homography that concerns 
two planes, the image plane and the rail tracks plane, and 
is applicable for both long and short range obstacle 
distance estimation. The proposed methods are to be used 
for distance estimation in day and night light conditions, 
while improving the accuracy of the traditional image-
plane homography method. The proposed methods use a 
multilayer perceptron and do not need a large training data 
set. While the MLP5 estimator is more accurate, at this 
point it can only be used to estimate the distance from the 
ODS system to persons in the vicinity of the railtracks. On 
the other hand, the proposed MLP3 estimator still has a 
high quality regression but it can estimate the distance of 
any object on or near the railtracks with high accuracy. The 
adjustment of the number of neurons in the hidden layer 
can slightly improve accuracy and MLP3 with 5 and 15 
neurons in hidden layer have shown the best performance 
according to MSE, MAE, RMSE and R2score. The novelty 
of this approach lies in its usage of the traditional 
homography method results as an additional input of MLP. 

The evaluation results show that the object detection 
algorithm plays a major role in distance estimation, and 
further research can be focused on the improvement of the 
detection and segmentation algorithms. This can be done 
with the help of various AI methodologies, but possible 
further studies in both image processing and distance 
estimation can be done if the problem is addressed as a time 
series problem. If the states acquired in the previous frames 
are used, they can both help in estimating the distance and 
improving the accuracy of object detection. 
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