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Abstract – There are many traditional classification algorithms used to classify multispectral images, especially those used in remote 
sensing. But the challenges of using these algorithms for multispectral image classification are that they are slow to implement and 
have poor classification accuracy. With the development of technologies that mimic nature, many researchers have resorted to 
using intelligent algorithms instead of traditional algorithms because of their great importance, especially when dealing with large 
amounts of data. The bat algorithm (BA) is one of the most important of these algorithms. This study aims to verify the possibility 
of using the BA to classify the multispectral images captured by the Landsat-5 TM satellite image of the study area. The study area 
represents the Mosul area located in the Nineveh Governorate in northwestern Iraq. The purpose is not only to study the ability of the 
BA to classify multispectral images but also to obtain a land cover map of this region. The BA showed efficiency in the classification 
results compared to Maximum Likelihood (ML), where the overall accuracy of classification when using the BA reached (82.136%), 
while MLreached (79.64%).
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1. INTRODUCTION

In recent years, algorithms based on swarm intel-
ligence (SI) have grown rapidly and significantly. They 
are being used extensively in many mathematical and 
engineering applications as well as in digital image 
processing. The bat algorithm (BA) is one of the most 
widely used techniques for solving clustering problems 
especially in remote sensing images where traditional 
classification algorithms do not provide high accuracy 
[1].

The idea of the BA is taken from nature. When bats 
fly at night in search of food, they emit echoes to guide 
them and determine their correct path, thus avoiding 
any obstacles they might encounter in their path. Dur-
ing its flight, the bat uses a technology that is some-
what similar to a sonar. It listens to the echoes of the 
sound to guide it on its way. A bat's echolocation is 
determined by emitting high-frequency sound pulses 
through its mouth or nose and listening for the echo 
[2]. 
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Many researchers have studied the bat-inspired algo-
rithm and below are short summaries of their works:

In [3], the authors presented a bat-inspired algorithm 
(BA), which relied on the behaviour of echo sites, to se-
lect multiple thresholds for different levels using the 
principle of maximum entropy (MaxEnt). The experi-
mental results obtained in this study indicated that the 
proposed BA algorithm could find multiple thresholds 
similar to the optimal ones that were determined us-
ing a comprehensive search approach. Compared with 
Cuckoo search(CS), the computational times show that 
the BA algorithm is superior to the CS algorithm. 

In [4] the authors provide a comprehensive review of 
the new BA and its variants. In this review, the following 
three main features are summarized by analyzing the 
main features and updating the equations:

1- Frequency control: This feature may be similar to 
the one used for particle swarm optimization and har-
mony search.
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2- Auto Zoom: The BA can automatically zoom in on 
the area where promising solutions have been found. 
For this reason, he concluded that BA has a fast rate of 
convergence.

3- Parameter control: BA uses parameter control, 
which enables it to change parameter values while it-
erations continue.

In [5] the authors used the BA to solve the multi-level 
image threshold problem. From the results they ob-
tained, they concluded that the BA outperformed all 
other tested algorithms.

In [6], the authors used the BA to improve the con-
trast of the grayscale fingerprint image. The purpose of 
the BA was to map gray level distributions of contrast 
enhancement endings. 

In [7], the authors discussed in their paper a variety of 
research articles, most of which dealt with the possibil-
ity of modifying the BA and its available applications. 
Despite the characteristics and capabilities of this algo-
rithm, the researchers argue, there are still some prob-
lems that require additional research, such as param-
eter tuning and parameter control in this algorithm. 
However,  BA remains an efficient algorithm.

In [8], the authors used simulation experiments on 
six test functions to verify and improve the Binary Bat 
algorithm (BBA). According to the simulation results, it 
was found that the convergence velocity of the algo-
rithm is relatively sensitive to the parameter setting of 
the algorithm used.

In the field of remote sensing, many methods are 
proposed to extract the important features from the 
image, the most important of which are the following:

In [9], the authors presented in their paper a method 
for extracting features of remote sensing images based 
on BA and natural chromatic aberration. Initially, the 
contrast of remote sensing images was improved by 
the BA. Then, the colour feature was extracted using 
normal chromatic aberration, and then the features 
were encoded in a binary system. 

In [10], the authors used BA to solve the transport 
network design problem so as to get the best objec-
tive function value solution. BA outperformed all intel-
ligent techniques such as Genetic Algorithms (GA) and, 
Ant Colony Optimization (ACO). 

In [11], the authors explored BAT Algorithm (E-BA) 
with a 2-D histogram is based on multi-level image 
thresholding for effective picture thresholding which is 
achieved by maximising the Renyi entropy. E-BA was 
successfully tested on standard test pictures to dem-
onstrate the algorithm's performance. The E- BA's ob-
tained results were compared to Renyi entropy algo-
rithms such as BAT and Particle Swarm Optimization 
(PSO). According to these comparisons, the algorithm 
(E-BA) has the highest fitness value among all the al-
gorithms.

In [12], the authors presented a robust digital image 
watermarking scheme based on Static Wavelet Trans-
form (SWT) using the Bat Optimization BA and the 
powerful Speedup (SURF) feature. The results showed 
that it is possible to achieve a targeted balance be-
tween watermark visibility and durability. 

In [13] the authors presented a BA analysis based on 
the preliminary mathematical analysis and statistical 
comparisons of the first-hit time performance mea-
surement distributions obtained on a test set of five 
carefully selected objective functions. The results show 
that BA is not an original contribution and does not 
generally outperform the PSO algorithm when making 
a fair comparison. Finally, the results indicate that the 
best BA version is a simple combination between PSO 
and simulated annealing. 

In [14], the authors propose in their paper several 
Objective Bat algorithms (MaOBAT) that solve multi-
objective optimization problems through effective 
approximation of Pareto approximation (PA) with high 
diversity and good convergence. A pilot study shows 
that MaOBAT works efficiently and has significant ad-
vantages over MaOPSO, SMPSO, and NSGA III.

Some previous studies in the field of multispectral and 
classification based on image processing were reviewed:  
Perumal and Bhaskaran compared the performance of 
different classifiers and found that the Mahalanobis 
classifier is superior even to the advanced classifiers. In 
terms of successful image classification, the simple and 
accurate workbook demonstrates the importance of 
considering the relationship between the data set and 
the classifier. Also, the researchers stated that additional 
studies are needed to improve the use of classifiers to 
increase the applicability of such methods [15]. 

In [16], Some researchers revealed the loss of veg-
etation cover for Nineveh Governorate by using remote 
sensing images based on the algorithm of an ant colony  
According to the results, the agricultural area and flood-
plain decreased from about 31% in 1987 to 11.2% in 2009, 
while the origin of the early sandy plate and desert region 
increased from 42.7% to 49%.  Sand dunes also appeared 
in 2009 in about 26.47% of the overall study area. 

In [17], the authors proposed a bat-based clustering 
algorithm. They used multispectral satellite images to 
help solve crop type classification problems. The perfor-
mance of the proposed method is compared to that of 
three other techniques: K-mean clustering, GA, and PSO. 
Since BA successfully converges to optimal centres of 
mass, it was concluded that BA can be successfully ap-
plied to address crop type classification problems. 

In [18], the authors presented a method for detecting 
buildings in densely populated urban areas by integrat-
ing data from the first pulsed laser scanner. The purpose 
of this method is to achieve a land cover classification.

In [19], the authors address the problem of multi-
spectral satellite image classification of forest plants. 
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Features were investigated based on wavelet transform 
and a classification method involving consideration of 
the significance of each feature. 

In [20], the author investigated the neural network 
matrix classifier and its application in multispectral im-
age classification. By the results obtained, the effective-
ness of this classifier has been demonstrated compared 
to standard classifiers. 

In [21], the authors optimized the K-mean algo-
rithm according to the problems found in visual tag-
ging when performing supervised classification. The 
weighting coefficient and K-mean clustering method 
were combined to characterize the training samples, 
which reduced the subjective influence of visual inter-
pretation on the classification results. 

In [22], the authors proposed an automated approach 
to detecting water bodies based on the Dempster-Shafer 
theory of combining supervised learning with a specific 
property of water in the spectral range in a completely 
unsupervised context, thus providing valuable informa-
tion for further land cover classification. 

In [23], the authors presented a method of describing 
and classifying multispectral images that allows recog-
nition of classes of different organisms was presented. 
The algorithm has been successfully applied to forest 
plants. 

Using multispectral sensors, In [24], the authors pro-
posed a new method for recording captured images 
and introduced a new fusion scheme that combines 
images differently for high and low frequencies. 

In [25], the authors proposed a multispectral image 
classification based on an object-based active learning 
approach which is a novel method for object-based 
sampling. 

In [26], the authors responded to the difficulty of 
detecting a change in multispectral images by propos-
ing a methodology (GBF-CD) based on the merging of 
graphic data.

For our current study, Mosul city is the study area. It is 
located in Nineveh. Mosul is about 465 km to the north 
of Baghdad, as shown in Fig. 1 [24].

Fig. 1. Study Area

This study proposes a supervised classification meth-
od for multispectral image data based on the BA. The 
aim of this study is to use the BA for classifying mul-
tispectral satellite image datasets and compare their 
overall accuracy with the conventional image classifi-
cation method. 

The study organization is as follows: Section 1 pre-
sented an introduction; Section 2 presents the bat 
algorithm concept; Section 3 provides an image clas-
sification based on the BA. Section 4 discusses the pro-
posed work and section 5 lists the results of the study.

2.  BAt AlgorItHM (BA)

The bat algorithm (BA) is developed by Xin-She Yang 
in 2010 and it is established according to the following 
rules [3]:

Bats have an echolocation behaviour similar to that 
of microbats as they measure the distance and the dif-
ference between prey and background block. To locate 
a prey, bats fly indiscriminately in space vi at position xi, 
with a frequency fi and loudness Ao. They may change 
the wavelength (frequency) of the pulses and the rate 
at which they release them based on the proximity of 
their prey. The loudness should range from a high posi-
tive value Ao to a low constant value Amin. As the num-
ber of samples grows, this rule can be changed. The 
following will be used to determine the new locations 
xi(t) and velocities vi(t) [17]:

When it is a regular random number the range will 
be [0, 1], fmin = 0, fmax = 1 and p(t) represents the current 
global best solution (location). When the bats’ positions 
are updated, a random number is created. If the gener-
ated random number is more than the pulse emission 
rate ri, a new solution is generated using a local random 
walk around the existing global best solution.

(1)

(2)

(3)

When the random number is ε, which is between [-1, 
1], the population average loudness is (t).

Furthermore, by regulating the loudness Ai (t+1) and 
the pulse rate ri(t+1).

The constants are α and γ while the initial values of 
loudness and pulse rate are α>0,γ>0. Ai (0)and ri (0), re-
spectively. The steps of the standard BA are described 
as follows: The first step: Initialize the position, velocity, 
and parameters for each bat, then use Equation to pro-
duce the frequency at random (3). 

(4)

(5)

(6)
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The second step: Eq. (1) and Eq. (2) should be used to 
update each bat position and velocity. 

The third step: Create a random number for each bat 
(0 < rand1 < 1). If rand1 ri(t), update the temp position 
and use Eq. (4) to get the fitness value for the corre-
sponding bat.  

The fourth step: Create a random number for each 
bat (0 rand2 1). If rand2 Ai(t) and f(xi(t)) f(p(t)), update 
Ai(t) and ri(t) with Eq. (5) and Eq. (6), respectively. 

The fifth step: Select each individual according to 
their fitness levels and save It.  

The sixth step: If the requirements are met, the algo-
rithm is complete; otherwise, proceed to the second 
step[11].

3.  Multispectral Image Classification using the BA

Based on the above descriptions, the main steps of the 
BA consist of a single loop with some probabilistic switch-
ing during the iteration. Thus, the BA procedure is sum-
marized in the following flowchart, as shown in Fig. 2. 

Fig. 2. BA flowchart

4. PROPOSED METHODOLOGY

Due to the large amount of data contained in mul-
tispectral images, dealing with the amounts of infor-
mation contained in them is necessary. Dealing with 
it, though, is complicated. Unlike interpreting aerial 
imagery, these multi-spectral images do not allow for 
immediate object detection of the type of feature. As a 
result, a remote control is required. To help the user un-
derstand the features in the image, sensor data should 
be classified first, then processed by using various data 
optimization techniques. Depending on the classifica-
tion algorithm used, this classification is a difficult task 
that needs careful validation of training samples. The 
classification algorithms in this study come in a variety 
of shapes and sizes. The simulation algorithm used is 
the BA.

Classification algorithms are gaining popularity in 
the field of remote sensing and land and land cover 
classification. Because of the complexity of extracting 
information from images and satellite data, the task 
of classifying images is a daunting task. But with the 
huge advances in swarm intelligence simulation in na-
ture and artificial intelligence algorithms, it has helped 
solve classification problems. For this reason, the cur-
rent study aims to verify the possibility of using the BA 
in land cover classification.

Fig. 3. Steps of multispectral image classification
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Figure 3 illustrates the basic steps that were applied 
in order to classify the multispectral images of the Mo-
sul area in north western Iraq.

To control the amount of red, green, and blue in a co-
lour image, three LANDSAT spectral bands were used 
to produce three-band composite images. The spectral 
range of vision of the human eye is roughly represented 
by the False-color composite images with band groups 
7, 4, and 2; therefore these images appear close to what 
would be expected in a normal colour photograph. 
This phase is essential for determining the training area 
based on field information. A synthetic representation 
of a multi-spectral image is a false-colour image. The 
range numbers used for red, green, and blue in a given 
order are often used to identify the specific ranges used 
in tri-band combinations. So, an image that uses Band 
7 will be assigned to red, Band 4 to green, and Band 
2 to blue (7, 4, 2). As shown in Fig. 4, the short wave 
complex of ranges 7, 4 and 2 represents the Tigris River 
in bluish-green, and the cultivated areas with different 
degrees of brown. The roads appear as straight, light 
lines, and so is the case with the rest of the other classes 
of land cover. The image classification process includes 
some basic steps such as optimization of multi-spectral 
images, feature extraction, use of the principal compo-
nent analysis (PCA) algorithm to extract features, and 
reduction in the dimensions included in the classifica-
tion. Instead of entering six images, three components 
are used (PCA1, PCA2, PCA3), as shown in Fig. 5.

Fig. 4. False-color composite images with band 
groups (7, 4, 2)

(a)

(b)

Fig. 5. Principal Component Analysis Results:
(a) PCA1, (b) PCA2 and (c) PCA2

(c)

5. RESULTS AND DISCUSSIONS

The results of this study show the importance of rely-
ing on remote sensing data and Landsat satellite im-
ages with the sensor (TM) to detect discrimination and 
identification of land cover types in the study area,  and 
the importance of using the BA programmed using 
Matlab to classify multispectral images. 

To train the classifier, the training areas were selected 
from false images based on the field information and the 
GIS system available about the study area,. Finally, the BA 
is used to classify multispectral images by drawing on 
field information and generating colour land cover clas-
sification images. Fig. 6 illustrates the classification results.

The BA was used as a supervised classification that takes 
advantage of the collected training samples. Choosing 
spectral signatures for different classes of training areas is 
very important for training the supervised classifier. In this 
study, training areas were selected based on the false-co-
lour composite in addition to the available field and geo-
graphic information about the study area. Since biased 
selection in supervised classification negatively affects 
classification accuracy, the accuracy of selection of train-
ing regions is important and that is why ERDAS IMAGINE 
was used to select training regions.  Depending on the na-
ture of the study area, the number of classes required to 
implement the BA was divided into six categories: Water, 
Agriculture, Barren, Grasslands, Roads/Birds, and Urban 
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Fig. 6. BA Classification Result

Areas. Fig. 6 and Fig. 7 show the result of the classification 
using the BA and ML after giving a label for each class and 
obtaining images of the land cover of the study area.

Fig. 7. ML Algorithm Classification Result

To create a land cover map, it is necessary to use a 
huge amount of data about the study area with the 
use of one of the classification algorithms. In this study, 
multispectral images were used, and they were classi-
fied using the BA. But the classification will not be use-
ful to use unless accuracy is evaluated. As a result, the 
objectives of accuracy assessment are to evaluate the 
accuracy of the classification and document its useful-
ness so that it can be properly understood by others.

In most cases, accuracy assessment consists of two 
steps:

1. Collection of reference data. This data enables the 
identification of land cover classes at specific locations 
using a methodology independent of the data used for 
remote sensing classification. Reference data sources 
include high-resolution, remote-sensed spatial data, 
such as field or geographic information system infor-
mation, and field survey measurements with GPS-re-
corded location.

AC=CR/SR, (7)

where AC denotes the correct rate. CR represents the 
number of correctly classified pixel samples. SR repre-
sents the total number of pixels in each training class. 

Omission error: pixels that belong to actual classes 
but aren't classified into them (e.g., 15 pixels which 
should have been classified as Grasslands, were classi-
fied as Agriculture).

After calculating the accuracy and error in the per-
formance of the classifier for each class and calculat-
ing the final classification accuracy, the results were 
very acceptable as shown in Table 1 and Table 2. When 
calculating the classification accuracy, we noticed that 
the correctly marked classes were the first, second and 
fourth classes, while the worst marked were the Fifth 
and sixth classes. But the overall accuracy of the BA 
classifier was better than the maximum likelihood al-
gorithm, scoring 82.136% and 79.64%, respectively.

Class No. Class Name Accuracy omission Error

Class1 Water 96.08 3.92

Class2 Agriculture 87.61 12.39

Class3 Barren 84.4 15.6

Class4 Grasslands 87.51 12.49

Class5 Roads/ Birds 71.9 28.1

Class6 Urban 65.32 34.68

overall Accuracy= 82.136% overall Error=17.863%

table 1. Accuracy Assessment (BA)

Class No. Class Name Accuracy omission Error

Class1 Water 90.16 5.71

Class2 Agriculture 84.83 10. 9

Class3 Barren 83.5 18.99

Class4 Grasslands 88.33 10.32

Class5 Roads/ Birds 70.8 29.23

Class6 Urban 60.25 40.68

overall Accuracy= 79.64% overall Error= 24.805%

table 2. Accuracy Assessment (ML)

6. CoNClUSIoN

In this study, the multispectral image was used to 
classify the land cover with acceptable accuracy. We 
used an unconventional classification method based 
on the BA to produce the land cover map. This study 
shows that relying on multispectral images is better 
than using single images; however, a method to ex-
tract the characteristics without losing information is 
needed. PCA was successfully used to extract the three 
compounds and enter them into the classification algo-
rithm based on the BA and produce a land cover map 
for the study area. It has been concluded that the use 
of algorithms that mimic nature such as the BA is use-
ful for classifying multispectral images. The BA proved 
successful and accurate in classifying multispectral im-
ages and producing a ground cover image of the study 
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area. In the future, we will apply the BA to classify hy-
perspectral images. As well as using other types of dif-
ferent land cover features. 
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