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Abstract – This paper presents the correlation-based motion estimation technique for the 3D displacement of objects. Two high-speed 
cameras are configured as a stereovision system and synchronized in real-time. Finger and hand motions are captured in form of digital 
images at 1500 fps and 2000 fps respectively. A complete motion acquisition system is calibrated to determine the intrinsic and extrinsic 
parameters which were later used in the correlation algorithm. The grayscale image frames acquired from the cameras are correlated 
using square templates of 10x10 pixels created from the reference image. The finger and hand motion are discussed with varying camera 
speed as a measure of brightness inconsistency. The observations in the correlation coefficient indicate that the proposed algorithm is 
efficient up to 20 and 50 templates for the finger and hand motion cases respectively. The correlation coefficient for finger motion was 
increased to 0.987 and 0.972 for the left and right cameras, respectively, while the correlation coefficient for hand motion was 0.924 and 
0.898. The proposed algorithm is developed in MATLAB and validated by tracing the sinusoidal motion of a solid rectangular element 
from the image correlation technique and an accelerometer sensor mounted over the block.
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1. INTRODUCTION

Flow-based motion estimation is a well-established 
method for tracking moving object features. The explic-
it application of flow-based methods in feature match-
ing makes real-time motion estimation difficult. Since 
image information does not vary significantly from 
frame to frame, real-time motion analysis is critical in 
image processing. This further becomes extremely in-
teresting to find the trajectory of moving objects with 
small displacements without altering the image qual-
ity. To find the best match frame, a full search technique 
[1] is employed in which sub-bands are used to sepa-
rate the images according to their spatial and temporal 
orientation [2], [3]. Flow-based feature tracking has re-
ceived a lot of attention, and feature-based approaches 
have become popular for describing distinctive visual 
features [4]. Computations for local motions are done 
in the vector field, where a motion patch [5] represents 
the motion, various feature attributes were included 
in previous motion assessment studies. The motion-
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tracking algorithm is developed and modified with 
spatial and temporal information to restore any miss-
ing feature point in tracking [6]. Another advancement 
was alignment in the image to find the corresponding 
coordinate set in the warped image [7]. To minimize 
intensity variations, the Lucas-Kanade algorithm also 
computes spatio-temporal derivatives. [8]. Researchers 
have attempted to measure the dynamic displacement 
of objects, but variations in shade and light intensity 
made it difficult to obtain precise results [9]. Additional 
algorithms are utilized in the feature tracking process, 
such as the warp update rule [10] in video coding mo-
tion. The illumination and lens distortion factors are 
also included in the iterative and hierarchical motion 
estimation algorithms [11]. To reduce complexity in 
multi-view video coding, motion and disparity estima-
tion algorithms are used, resulting in a reduction in 
coding performance [12]. To retain image quality, the 
high-efficiency video coding standard has recently 
been used [13]. In another motion estimation study, 
Horn and Schunck developed a variational framework 
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that included data integrity and data matching [14]. 
Block matching algorithm is generally used but the 
hardware cost in high definition full search algorithm 
is a major concern [15]. Lee et al. implemented the 
searching and matching phase [16] in motion estima-
tion by reducing the sum of absolute difference in the 
fast matching approach. Shen et al. [17] proposed the 
mode complexity and motion homogeneity to reduce 
the computational difficulty in motion and disparity 
estimation in multi-view coding. Most of the motion-
tracking algorithms include features obtained from 
digital images. The digital image correlation algorithm 
includes subset-based correlation and element-based 
global correlation [18]. It was found that most of the 
optical flow estimation methods assume the constant 
brightness intensity of a pixel under the frame-wise 
displacement. Another approach that uses the opti-
cal flow-based framework is the gradient-based im-
age correlation [19]. The motion estimation algorithm 
should be capable of countering the brightness effect 
and correlating the image features simultaneously 
with pixel-level accuracy [20]. The emergence of image 
correlation lies in the correlation of frames using a sub-
set produced from a reference image [21]. The image 
correlation algorithm that approximates the internal 
and external parameters requires camera calibration 
[22]. Multiple square templates are obtained from the 
region of interest in a reference image. Monin et al. [23] 
modified the single-pixel algorithm and studied it with 
moving object frames for piece-wise 2D linear motion 
in single-pixel imaging. The root mean square error 
estimated with no regularization was 0.22. The investi-
gation, however, was limited to simply planar motion. 
When using a non-cyclic basis, the technique results 
in a high level of reconstruction complexity. When the 
background is static, the local motion algorithm is lim-
ited. The root mean square error calculated in this work 
is 0.18 [24], and it describes a high-resolution motion 
measuring approach. In the present study, we propose 
a correlation-based three-dimensional motion estima-
tion algorithm, which works on matching the grayscale 
intensity of a pattern, also called a template. Images of 
the moving object are captured using two high-speed 
cameras. The lens [25] correction in the form of both 
radial and tangential distortions, are calculated dur-
ing camera calibration and are mentioned in the cali-
bration Table in Section (3). The camera system is first 
calibrated [26] using MATLAB camera calibration appli-
cation. The sets of image frames are correlated using 
templates to obtain template tracking coefficient or 
correlation coefficient (CC). We developed template-
making and correlation algorithms in MATLAB. Three 
motion cases are investigated with the algorithm in-
cluding finger and hand motion. The effect of the num-
ber of templates and speckle size on the CC is studied.

2. PROPOSED CORRELATION ALGORITHM

The templates are coupled in a correlation algorithm 
to estimate pixel displacement in 2D or 3D space. Gen-

erally, two cameras are preferred to estimate the three-
dimensional location of the templates [27] [28]. 

Fig. 1. Experimental Setup

The 3D motion estimation [29] demands that the 
object should remain in focus during the motion and 
the region of interest on the object is imaged on two or 
more cameras [19]. Since the motion of the object also 
depends on the camera speed, if the motion is slow 
then it should be correlated at a lower speed. A suffi-
cient camera speed is able to obtain micron level dis-
placement and time resolution. The thresholding [24] 
of the template and the formation of the subset also 
play a vital role in estimating the motion traversed. Fig. 
1 shows the experimental setup and Fig. 2 shows the 
proposed image correlation algorithm. The algorithm 
involves the stereo camera calibration, image correla-
tion, and validation of the correlation algorithm using 
an accelerometer sensor.

2.1. TeMplaTe TRaCKing 
 in MOTiOn esTiMaTiOn

The template [30], [31] is correlated to a sequence of 
images to produce the pixel displacement. The tech-
nique is extremely helpful when motion features of the 
object under deliberation are not accessible. For track-
ing the grayscale intensity values, image correlation is 
performed and CCs are studied. Sutton et al. [27] de-
scribed the CC for m observations of variables a and b 
as given in Equation (1). Where a' and b' are the mean 
values of a and b. For a perfect template matching in 
subsequent images, the CCs are unity [24].

The geometrical model for a camera requires three 
elementary transformations. The first transformation 
relates the world coordinates of a scene point to cam-
era coordinates. The second transformation is the pro-
jection of this point onto the retinal plane. The third 
transforms the point into the sensor coordinate system 
[27]. Assuming a point in 3D space with its coordinates 
(Xw , Yw , Zw) where w signifies the world coordinate sys-
tem and the camera [18] coordinates (X, Y, Z). The sen-

(1)
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sor coordinates are (xp , yp ) the focal length coordinates 
in pixels are (fx , fy ) and the center of the image plane 
[27] is (Cx , Cy ). The final customized form of the equa-
tion including all the transformations and constraints is 
given in Equation (2).

(2)

Where [R] and [T] are the components of rotation 
matrix and translation vector. The transformed and 
modified form of displacement in sensor coordinates is 
shown in Equation (3).

(3)

(4)

Two camera system [32] is employed for out-of-plane 
measurement of displacement as shown in Equation 
(4), where j ϵ N, (N = 1, 2). The parameter which de-
scribes the field of view is stereo-angle. The left camera 
is chosen as the reference camera and the parameters 
are calculated with respect to the reference camera. 
Lens distortion was included also in the calibration 
process giving rise to radial and tangential distortion. 
Tangential distortion is negligible as compared to the 
radial, hence ignored. Typically two coefficients are suf-
ficient for radial distortion [27].

Fig. 2. Image Correlation Algorithm

Fig. 3. Image frames for Finger Motion from 
Camera-1 and Camera-2
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Fig. 4. Image frames for Finger Motion after 
Rotation from Camera-1 and Camera-2
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Fig. 5. Image frames for Hand Motion from 
Camera-1 and Camera-2

2.2. OBJeCT speCKling 
 and TeMplaTe geneRaTiOn

The algorithm follows the subset produced from a 
reference image in subsequent grayscale images. For 
the image correlation algorithm, objects are speckled 
in grayscale. Templates are developed from the first im-
age of the reference camera. All images obtained from 
the left and right cameras, or camera-1 and camera-2, 
are correlated using the generated templates.

2.3. CORRelaTiOn

The focus is adjusted by camera lenses, while the 
constant camera speed is essential for proper lighting. 
The Light should be sufficient for the templates to be 
visible and clear. The burst of 100 frames is captured 
and correlation is performed in all the frames as men-
tioned in Section 2.1. The CC is calculated as a measure 
of how efficiently the algorithm is implemented in im-
ages for template-based feature tracking.

3.  EXPERIMENTAL

3.1. CaliBRaTiOn

The 3D world coordinates (Xw , Yw , Zw) and the co-
ordinates of the camera (X, Y, Z), need to be perfectly 
aligned. The grid also known as checker-board is used 
in calibration to calculate the intrinsic parameters e.g. 
focal length, principal point, distortion, and extrin-
sic parameters e.g. rotation and translation. A mono-
chrome camera is preferred for perfect correlation. Two 
synchronized i-speed TR cameras (10000 FPS) and reso-
lution (1280 x 1024 square pixels) with Nikon 50mm, 
1:1.4D lenses are used in image correlation and for 

calibration and correlation. The lighting required in the 
process should be uniform and of adequate intensity, 
for the subset to correlate. Table (1), (2), and (3) shows 
the calibration data for finger motion, and Table (4), 
(5), and (6) shows the calibration for hand motion. The 
camera speed is selected based on the best object fo-
cus achieved in cameras [30]. The stereo camera calibra-
tion app in MATLAB is used for calibration. The checker-
board was placed in the field of view of cameras. Burst 
frame was set to unity and calibration grid was given 
small translation and rotation in random direction and 
images are acquired in both cameras using a common 
trigger. The angle between cameras was set to 34.5° at 
1500fps and 42.6° at 2000fps. The angles were verified 
from extrinsic camera calibration parameters.

axis Cam Focal length principal point

X
C1 2876.539 ± 15.705 666.061 ± 2.331

C2 2151.659 ± 20.427 589.091 ± 2.017

Y
C1 3108.329 ± 16.365 623.902 ± 2.653

C2 3095.646 ± 20.629 619.756 ± 2.169

Table 1. Camera Calibration for 1500fps

Table 2. Distortion Parameters for 1500 fps

axis Cam Radial Tangential

X
C1 2.475 ± 0.139 0.001 ± 0.000

C2 3.766 ± 0.206 0.004 ± 0.001

Y
C1 -433.388 ± 32.269 -0.007 ± 0.001

C2 -903.849 ± 64.362 0.035 ± 0.001

Z
C1 23838.387  ± 2177.570 -

C2 67071.699  ± 5985.477 -

Table 3. Position and Orientation of Camera-2 
Relative to Camera-1 at 1500 fps

axis Rotation Translation

X -0.007 ± 0.001 -791.821 ± 3.883

Y 0.601 ± 0.002 5.363 ± 0.585

Z -0.019 ± 0.001 345.907 ± 12.434

Table 4. Camera Calibration for 2000 fps

axis Cam Focal length principal point

X
C1 2883.706 ± 19.595 610.486 ± 7.263

C2 2846.721 ± 32.167 586.3763 ± 17.936

Y
C1 2899.606 ± 20.078 565.609 ± 2.475

C2 2788.549 ± 27.192 531.337 ± 6.315
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Table 5. Distortion Parameters for 2000 fps

axis Cam Radial Tangential

X
C1 -1.748 ± 0.084 0.003 ± 0.001

C2 0.556 ± 0.041 -0.007 ± 0.002

Y
C1 85.953 ± 9.265 -0.024 ± 0.002

C2 -5.204 ± 1.036 -0.096 ± 0.004

Z
C1 -1648.520 ± 278.072 -

C2 62.249 ± 14.187 -

axis Rotation Translation

X -0.035 ± 0.002 -807.622 ± 8.697

Y 0.744 ± 0.006 -4.752 ± 1.142

Z 0.021 ± 0.001 273.609 ± 19.859

Table 6. Position and Orientation of Camera-2 
Relative to Camera-1 at 2000 fps

3.2 OBJeCT MOTiOn

Case-1: The motion of the finger in X, Y, and Z direc-
tion is captured, and required displacement in Xw, Yw, 
and in Zw is identified. Fig. 3 shows the image frames 
captured from both the cameras. It is found that the 
subsets formed in the process also capture the region 
that is not in the area of motion. Finger and hand mo-
tion were acquired in the 15th and 20th of a second re-
spectively by adjusting camera speed. The short expo-
sure time while capturing was chosen to acquire micro-
scale motion in terms of 3D displacements.

Fig. 6(a). Correlation Coefficient for Finger Motion 
from Camera-1

Fig. 6(b). Correlation Coefficient for Finger Motion 
from Camera-2

Cases Template
Minimum displacement

XW YW ZW

Case-1

5 -127.810 -12.821 -1.092x103

10 -127.810 -12.821 -1.148x103

15 -142.345 -16.121 -1.189x103

20 -142.734 -16.607 -1.199x103

Case-2

5 -101.921 -41.240 -1.209x103

10 -104.822 -59.539 -1.209x103

15 -138.121 -59.539 -1.216x103

20 -138.850 -59.651 -1.258x103

Table 7(a). Minimum Displacement for Finger 
Motion

Table 7(b). Maximum Displacement for Finger 
Motion

Cases Template
Maximum displacement

XW YW ZW

Case-1

5 -38.129 258.973 -0.883x103

10 -38.129 258.973 -0.871x103

15 -42.333 268.923 -0.879x103

20 -42.793 269.134 -0.881x103

Case-2

5 33.137 199.691 -0.845x103

10 33.137 201.359 -0.866x103

15 38.149 282.564 -0.889x103

20 38.154 282.987 -0.919x103

Hence for Case-2: rotation code is developed, by which 
excess area can be cropped easily. Fig. 4 shows the im-
age frames after applying the rotation code. Case-3: Mo-
tion of a human hand is captured using the templates 
to further validate the proposed algorithm irrespective 
of object shape and movement. The hand is randomly 
translated in 3D space and motion is captured. The num-
ber of templates is increased to 50. Fig. 5 shows the im-
age sets for hand motion. It was found that CC is almost 
similar for 15 and 20 templates as shown in Table 9. 

The increment in CC with respect to the template size 
is attributed to the efficient matching of templates in the 
sequence images. To further propose the technique for 
large object motion estimation, a hand motion is cap-
tured and motion traversed in X, Y, and Z direction is cal-
culated using 5, 10, 20, 30, 40, and 50 templates.
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Case Template
Minimum displacement

XW YW ZW

Case-3

5 -266.769 99.169 -1.289x103

10 -209.746 207.174 -1.251x103

20 -301.008 144.432 -1.286x103

30 -335.446 -169.568 -1.277x103

40 -349.846 -239.659 -1.260x103

50 -349.979 -239.948 -1.255x103

Case Template
Maximum displacement

XW YW ZW

Case-3

5 -108.059 218.922 -1.228x103

10 -146.302 270.258 -1.256x103

20 -110.669 270.258 -1.226x103

30 -72.183 233.611 -1.222x103

40 -49.156 252.978 -1.266x103

50 -49.251 252.989 -1.269x103

Table 8(a). Minimum Displacement for Hand Motion

Table 8(b). Maximum Displacement for Hand Motion

Fig. 7(a). Correlation Coefficient for Hand Motion 
from Camera-1

Fig. 7(b). Correlation Coefficient for Hand Motion 
from Camera-2

As shown in Tables 8 and 10, the displacement val-
ues and CC values for 40 and 50 templates are almost 
similar. We observed that the template number plays 
an important role in motion assessment, which is ex-
pressed in Table 10. The CC increases on increasing the 
number of templates and saturates at the value of 40 
and further found similar for 40 and 50 templates. Fig 
7(a) and 7(b) show the CC for hand motion. 

Cases Template
Correlation Coefficient

(left Camera) (Right Camera)

Case-1

5 0.801 0.662

10 0.840 0.732

15 0.841 0.733

20 0.842 0.734

Case-2

5 0.867 0.805

10 0.983 0.961

15 0.986 0.964

20 0.987 0.972

Table 9. Correlation Coefficient for Finger Motion

4. RESULTS AND DISCUSSION

4.1 MOTiOn MeasuReMenT

The correlation was performed for a fixed subset size 
of 10 and a threshold value >10. Tables 7 and 8 show 
displacement data for finger and hand motion up to 
20 and 50 templates respectively. Six images are repre-
sented in Fig. 3, 4, and 5 out of 100 captured images for 
finger and hand motion considered.

4.2 eFFeCT OF nuMBeR OF TeMplaTes On 
 TeMplaTe TRaCKing

Case-1 represents finger motion and the minimum 
and maximum displacement measurements are shown 
in Table 7(a) and 7(b). The finger image frames are ro-
tated in Case-2 to eliminate excess area out of the re-
gion of interest. We observed a significant difference 
in CC. The increment in CC for left camera in case-2 is 
8.2% for 5 templates, 17.0% for 10 templates, 17.2% for 
15 templates and 20 templates. Similarly for right cam-
era increment in CC is 21.6% for 5 templates, 31.3% for 
10 templates, 31.5% for 15 templates and 32.4% for 20 
templates. Fig. 6(a) and 6(b) show CC with the number 
of templates for Case-1 and Case-2 respectively.

Template tracking is used to identify the location of 
templates with identical areas and different grayscale 
intensities. The area is in pixel units. The identical size 
templates were developed using a separate template-
making algorithm. The correlation algorithm produces 
a match of a particular template only when it identifies 
the exact location of the template in the camera images.
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Cases Template
Correlation Coefficient

(left Camera) (Right Camera)

Case-3

5 0.774 0.702

10 0.793 0.751

20 0.838 0.799

30 0.921 0.895

40 0.923 0.896

50 0.924 0.898

Table 10. Correlation Coefficient for Hand Motion

4.3. ValidaTiOn OF THe algORiTHM

The proposed technique was validated on a rigid alu-
minum block fixed using a fixture to the shaker. Half 
of the block was speckled using black and white paint 
whereas an accelerometer was mounted on the other 
half. A known frequency of 10 Hz was given through a 
function generator and a power amplifier. The motion of 
the block was captured using the same high-speed cam-
eras and an image correlation algorithm was applied. 
The displacement response from both accelerometer 
and image correlation technique were compared. Fig. 8 
shows the validation of the correlation algorithm.

Fig. 8. Validation of Correlation Algorithm

5. CONCLUSION

The present study aimed to estimate object motion 
using the non-contact image correlation method. High-
speed cameras are used in correlating the templates 
generated from the reference image to the images ac-
quired from both cameras. Camera calibration is done 
before correlation to calculate the intrinsic and extrin-
sic parameters. The displacement was calculated using 
an image correlation technique in three cases: finger 
motion, rotating finger motion, and hand motion. Two 
high-speed cameras were synchronized in stereovision 
configuration to obtain CC. Case-1 and Case-2 represent 
finger motion with a constant shutter speed of 1500 
fps. CC was found to increase up to 0.842 and 0.734 for 
cameras 1 and 2 respectively. For Case-2, an increase in 
CC goes up to 0.987 and 0.972 for cameras 1 and 2 re-
spectively. The hand motion was studied at 2000 fps to 
further propose the algorithm for large objects motion 

measurement, CC was found to increase up to 0.924 and 
0.898 for cameras 1 and 2 respectively, which is almost 
equivalent to that obtained in case-2. It was concluded 
that the proposed image correlation algorithm can be 
applied for motion estimation irrespective of speckle 
size for a constant template size. The CC was found to 
increase with the increase in template number. 
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