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Abstract: After the traditional water equipment integrates the communication module, IoT (Internet of Things) device is formed. Whether these battery-powered IoT devices 
can be installed in a certain location depends on whether the power consumption of these IoT devices in these locations can meet the expected life cycle. In this paper, by 
adopting strategies to save the power consumption of IoT devices when sending data, more locations can be selected to install IoT devices. The process of IoT device 
sending data packet sequence needs to be aware of the environment, interact with the environment, then make a decision, and then adjust the policy according to the effect 
of the action. Therefore, in this paper, the process of IoT device sending data packet sequence is modelled as MDP (Markov Sequence Decision Process), and the real-time 
SINR of channel and the transmission delay of data packet sequence are defined as the state space, and the action space consists of immediate transmission and delayed 
transmission, with the minimum total power consumption as the objective function. Because IoT devices are very sensitive to power consumption and cannot collect a large 
amount of data for training, this paper uses the Proximal Policy Optimization algorithm based on prior distribution to conduct few-shot reinforcement learning to quickly obtain 
the optimal decision sequence of layout and location of IoT devices. 
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1 INTRODUCTION 
 

Different from solving the game problem among 
multiple devices through reinforcement learning, solving 
the decision problem of single device through 
reinforcement learning can be modelled as MDP (Markov 
Decision Process) [1]. When the state transition probability 
of a single device is known, the dynamic programming 
iterative equation can be used to solve its decision-making 
problem. Because the wireless environment of the 
installation location of water device changes randomly, the 
state transition probability is often unknown, and 
reinforcement learning algorithm can explore the 
environment through trial and error, and obtain a good 
policy to maximize the overall expected reward. In this 
paper, a few-shot reinforcement learning algorithm based 
on prior distribution will be used to solve the Markov 
sequence decision model problem of single intelligent 
device. 
 
2 LITERATURE REVIEW 
 

In recent years, wireless communication technology is 
developing rapidly, especially the Internet of Things 
(Internet of Things) communication technology 
represented by NB-IoT (Narrowband IoT) network [2], 
which has the characteristics of deep coverage, low power 
consumption and low speed, and is very suitable for the 
wireless environment, data transmission and battery power 
supply of water device. With the comprehensive coverage 
of NB-IoT network, urban water supply and drainage pipe 
network and meter reading system begin to install a large 
number of IoT devices or install communication module on 
devices without networking, which makes the number of 
IoT devices such as smart water meters and smart manhole 
covers with communication module increasing rapidly. 

According to the protocol between IoT devices and 
platform, the sensors of IoT device collect data according 
to certain rules and frequencies [3]. The amount of data 
accumulated in each time period is basically fixed, and 
these data are stored in IoT devices and uniformly sent to 
the platform [4]. The IoT device uploads the accumulated 

data to the platform in increments or absolute quantities at 
a predetermined time every day. The accumulated data 
before uploading will be split into data packet sequences 
and then sent [5]. 

The installation location of intelligent water device has 
a relatively similar environment, mainly installed in 
corridors, hoistways and other areas with weak wireless 
signal coverage [6]. In these areas, there will be random 
disturbances and noise superposition caused by various 
frequency shifts, interference, such as white noise, 
occlusion, co-channel interference, etc., and the channel 
quality will change randomly as a result of these 
interference superpositions [7]. Therefore, the channel 
quality of wireless communication can be jointly 
determined by signal coverage strength and noise 
interference, that is, SINR (signal to interference plus noise 
ratio) [8]. 

The IoT devices of urban pipe network system or 
Meter reading system are sensitive to battery power supply 
and power consumption, therefore, the data that the IoT 
device can send is limited [9]. Due to the occlusion 
reflection or stray interference of buildings, the wireless 
signal will be greatly attenuated, hence the battery life is 
very dependent on the installation environment and data 
transmission policy [10]. If the installation location and 
sending policy are not good, the battery will be quickly 
consumed after the IoT device is started, which cannot 
support the data collection and transmission business 
requirements with a period of 6 - 10 years [11]. Because 
the installed device is unattended, when the device needs 
to replace the battery, it is generally necessary to manually 
go to the site for operation [12]. When the battery is 
replaced manually on the spot or the traditional manual 
meter reading is adopted, it is often difficult to enter the 
house and the device maintenance cost is relatively high 
[13]. 

Because of the high labour cost of replacing batteries 
in these devices, considering from the investment and cost, 
it is expected that these devices can maintain a longer life 
cycle under the condition of sending the same amount of 
data, so the policy problem of which devices can be 
equipped with communication module arises. 
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The location of device with communication module 
depends on two aspects: the wireless signal environment of 
the device installation point and the device's perception of 
the environment [14]. The stronger the device's perception 
of the installation environment, the lower the requirement 
of wireless signal coverage quality and vice versa. By 
improving the device's ability to perceive the environment, 
the requirements of the quality of signal coverage at the 
installation site can be reduced, so that more sites have the 
conditions to install the IoT device. 

When the channel state changes, the SINR will change, 
which will affect the power consumption of the IoT device 
when sending data. When the signal gets worse, it takes 
longer to send data, which requires more power 
consumption. When the signal quality becomes worse, the 
power consumption increases slowly; but when the signal 
quality is lower than a certain inflection point, the power 
consumption begins to increase rapidly, and the 
relationship between power consumption and signal 
quality presents a nonlinear relationship. 
 
3 PROBLEM DESCRIPTION 
 

Based on the above nonlinear relationship between 
channel quality and power consumption, there is no clear 
action judgment value. Under the condition that the battery 
capacity of the IoT device is unchanged, it is necessary to 
decide on the best action value according to the 
environment and a certain policy. That is, the IoT device 
detects the quality of the wireless channel through a sensor 
to determine whether to send data immediately or suspend 
sending data until the signal quality improves using a 
certain policy to achieve the minimum total power 
consumption and the longest service life of the IoT device 
after sending all the data of the day. In this paper, taking 6 
- 10 years as the life cycle goal of the device, according to 
the amount of data to be sent, the location policy of whether 
the device can be equipped with communication module is 
determined. 

Therefore, the layout and location of the IoT device 
and few-shot learning are essentially the problems that 
intelligent device can quickly converge by collecting a 
small number of task samples in an unknown environment. 
It is an optimization problem to realize the minimum power 
consumption of device, which belongs to the category of 
system optimization and intelligent decision-making. 
 
4 SYSTEM MODEL 
 

In this section, the environmental perception and 
decision-making process of the data packet sequence sent 
by the IoT device is modelled as MDP (Markov decision 
process) to describe the state transition of the system, and 
based on this process, the layout and location mechanism 
of the intelligent water IoTdevice is deduced [15].  

The data to be sent by the IoT device at a time is 
composed of n data packets, and these data packet 
sequences form a set ，  1 2, , ..., i nT t t t , which 

constitutes a sample of task distribution. Each task sample 
corresponds to an MDP process, which is defined by a 
Quintuple, {S, A, P, R, γ}. Among them, S is the state space, 
A is the action space, P is the state transfer matrix, R is the 

state transfer reward, and γ is the long-term reward 
discount. 
 
4.1 Channel State 
 

The transmission device sends each data packet in 
turn, and according to the protocol, the amount of data sent 
every day is roughly the same. Due to the random 
characteristics of wireless channels, the channel quality 
will change randomly. When the channel quality is poor, it 
may lead to higher bit error rate or loss of some data 
packets, so it is necessary to resend these data packets. 

SINR of the channel obeys small-scale Rayleigh 
distribution, and its probability density function [16] is 
expressed as: 
 

  1
exp

snr
p snr

snr snr
   
 

                                                    (1) 

 
Among them, snr represents a set of threshold values 

of SINR, and  snr  represents the expectation of SINR. 

Set a total of N − 1 channel quality threshold values of NB-
IoT network, snr = {snr1, snr2, …, snr(N-1)}. According to 
snr, the channel quality can be divided into N states,             
C = {c0, c1, …, c(N-1)}. 

Channel state probability is: 
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Assuming that the next moment of the channel can 

only be transferred to the adjacent interval, the probability 
of state transition of the channel is 
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 Df is the maximum Doppler shift. 

 
4.2 DeviceTime Delay State 
 

The second component of state of the device is 
described by the total time delay after the device sends the 
ith data packet. Let the sending time of the first data packet 
be t0, and the sending time of the ith data packet be ti. 
Obviously, the total delay after the device sends the i-th 
data packet is not only related to the real-time decision of 
the current data packet, but also depends on the delay 
accumulation of the first i − 1 data packets. The total delay 
after the i-th packet is sent can be transformed into the 
combination of the current packet delay and the total delay 
of the previous i − 1 packets. 
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where τi is the delay state of the first i packets, and τ(i − 1) is 
the delay state of the first i − 1 packets. ∆τi is the waiting 
time determined by current decision, which is related to the 
current channel state. Tf is a constant, which is the sending 
time of a data packet. The device delay state set can be 
expressed as τ = {τ1, …, τn}. 
 
4.3 System Status and Action 
 

System state S can be defined as the combination of 
channel state and device delay state, that is, S C  . 
The above Eq. (5) is a recursive process. Because the 
transition probability is unknown, it cannot be solved by 
dynamic programming method. 

The action taken by the IoT device at the moment 
when the new data packet is to be sent can be expressed as 

 , 0, 1a A A  . When a = 0, it means to send 

immediately; when a = 0, it means that the transmission is 
delayed. 
 
4.4 System State Transition 
 

When the IoT device sends a data packet, it may 
choose the policy of sending immediately according to the 
channel state. Based on the instantaneous SINR of the 
channel, the policy makes the device work in the connected 
state and then shifts to the new channel state and device 
delay state after the action. 

The IoT device may also adopt the policy of delaying 
sending a data packet, which makes the device work in idle 
state and expects to transmit again when the channel state 
is better. After a certain interval time ∆τi, the IoT device 
may choose to continue transmitting according to the 
change of the channel state. After the implementation of 
this policy, the system state is transferred to the new 
channel state and device delay state. Because each packet 
is relatively small, the time for the device to send a packet 
is very short compared with the waiting time. 

Let τi be the total delay of the first i data packets, and 
∆τi be the single-step delay of the ith data packet, that is, 
the waiting time of single-step pause. This waiting time is 
randomly determined by the IoT device according to the 
environment, which will delay the whole time of sending 
data packets. Let ti be the time when the i-th data packet is 
ready to be sent, then the time delay before the (i − 1)th 
data packet is ready to be sent is t(i − 1) − t0. After the               
(i − 1)th packet executes the action, the device state 
changes to. 

After the ith packet decision, the recursive formula of 
the device delay state is 
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Let τ0 = 0, then the single-step delay of the ith data 
packet is 
 

1Δ N
i i

snr snr
snr

N
int N 
  

   
 

   
  

                           (8) 

 
Time delay is related to snr, and the better snr, the 

smaller the time delay. Let δ be the parameter of delay time 
micro-segment，then in this paper, it is assumed that the 
channel quality in the micro-segment remains unchanged 
and the channel is irrelevant when retransmitting. Nis the 
number of states, and the function intis a rounding 
operation. 
 
4.5 System Benefits and Costs 
 

When the IoT device sends a data packet, if it does not 
receive the confirmation message from the platform within 
a certain period of time, it will resend the data packet. In 
order to avoid the difference of power consumption when 
retransmitting data packets by IoT device due to the 
difference of acknowledgement mechanisms of different 
platforms, this paper establishes an equivalent model, that 
is, in different environments, in order to ensure the success 
of one-time transmission of a data packet, IoT devices 
achieve equivalent realization by increasing the 
transmission power instead of retransmission. 

According to the different snr, the NB-IoT network 
sends data at two rates, corresponding to BPSK modulation 
(Binary Phase Shift Keying) and QPSK modulation 
(Quadrature Phase Shift Keying). When the channel 
quality is relatively poor, NB-IoT network uses BPSK 
modulation, and the minimum transmission power 
consumption can be obtained when the BER (bit error 
ratio) requirement is met in different channel states [17]. 
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Among them,   i
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error function. ber is the allowable error rate of the wireless 
channel, and σ is the interference noise power. iP '  'is the 

equivalent transmission power to ensure that data packet is 
not lost and not retransmitted while the bit error rate is met. 
When the channel quality is relatively good, NB-IoT 
network uses QPSK modulation to obtain the minimum 
transmission power consumption when meeting the BER 
requirement in different channel states, namely: 
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When the device delays sending the i-th data packet, 

the power consumption of the data packet at this time is: 
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where I0 is the working current of the device in idle state 
∆τi, and when the device is in ∆τi, the idle current of the 
device in ∆τi time is I0. v is the device voltage, and Tf is the 
time for sending a data packet when the device is 
connected. 

When the device immediately sends the ith data 
packet, the power consumption of the data packet at this 
time is: 
 

0 Δ , Δ 0i
i i f i

'P
W I T

v
                                             (12) 

After sending all data packets of all samples, the total 
power consumption in one day can be uniformly expressed 
as: 
 

0
1

Δ
M n

i
day i f

m i

P
W I T

v

'




     
 

                                        (13) 

 
where M is the number of samples sent in one day, and n is 
the number of data packets corresponding to one sample. 
The immediate reward function of ti is defined as the 
negative value of power consumption of sending a single 
data packet, that is, Ri = −Wi. The reward function of daily 
data transmission is the negative value of total power 
consumption, that is, Rday = −Wday. The goal of the system 
is to find the most effective policy for sending data packet 
sequence, so as to obtain the maximum benefit, that is, the 
minimum total power consumption. 
 
4.6 Device Location Policy 
 

If the expected life cycle of the IoT device is d days 
and the battery capacity is Wtotal, then d = Wtotal/Wday, that 
is, D = d/365 years. If the IoT device only sends one sample 
every day, the location decision can be obtained by the 
following formula: 
 

0 0
0 1

Δ
d n

i
total i

j i

P
W I

v

'
 

 

     
 

                                     (14) 

 
Because the battery capacity W_total of the device is 

known, the optimal ∆τi and iP '  scheduling can be obtained 

by adopting an optimal policy when the expected number 
of life cycle of the IoT device is given. 

Under the condition that the battery capacity, expected 
service life cycle and data amount of the device are all 
determined, whether IoT device can be installed in a certain 
location depends entirely on whether ∆τi and iP '  have a 

feasible solution. In order to delay the service life of 
device, it is necessary to seek the optimal solution, that is, 
the optimal policy. 
 
5 OPTIMAL DECISION-MAKING BASED ON FEW-SHOT 

REINFORCEMENT LEARNING 
 

According to Eq. (13), the power consumption of IoT 
device is related to the number of samples. To solve the 

MDP problem, a large number of samples is needed. 
However, in order to reduce power consumption, IoT 
device can only send a small amount of data. 

In order to solve this contradiction, this paper adopts 
PPO2 (Proximal Policy Optimization) algorithm [18] 
based on prior distribution to solve the last MDP problem, 
so as to achieve the optimal decision through few-shot 
learning. Because of the causal a priori or structural 
relationship, when there is a new scene that has not 
happened, it is not to learn from scratch, but to have a 
higher learning starting point. 

In the process of random and aligned MDP, because of 
the randomness of state s and action a, the policy can be 
expressed by conditional distribution π(a|s), where π 
represents the mapping from states to action a. Next, define 
a kind of neural network to fit the policy. 
 
5.1 Sequence Expression of Seq2seq Neural Network 
 

IoT device usually divides the data to be sent into a 
sequence of n data packets, and then it is necessary to make 
sending decisions for these n data packets in turn to form 
an action sequence. In this paper, seq2seq (sequence to 
sequence) neural network is used to express the sequence 
of the above process, that is, a sequence is input and a 
sequence is output. The network structure is shown as 
follows [19]. 
 

 
Figure 1 Architecture of the seq2seq neural network 

 
Seq2seq neural network consists of encoder and 

decoder, both of which are RNN network (Recurrent 
Neural Network). Let the parameter of the neural network 
be θ, then the conditional probability of outputting the best 
action a can rewrite πθ(a|s) when the state s is input. 
According to the input ti, the neural network first learns and 
memorizes by the encoder, then outputs d by the decoder 
according to the memory of the network, and then 
respectively passes through two different activation 
functions, corresponding to the output state value function 
vπ(s) and the action sequence probability πθ(a|s). 

In order to reflect the characteristics of the data to be 
sent, the data packet sequence can be converted into an 
embedded vector sequence and input into the neural 
network. The input ti = [data packet number i, data packet 
size] is a two-dimensional vector.  

For different types of devices, the amount of data to be 
sent may be different, and the corresponding packet sizes 
are different. The size of the last data packet sent by a 
device may be different from that of the first n − 1 data 
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packets, which is the margin of the amount of data to be 
sent divided by n − 1. 

The encoder and decoder [20] are denoted as fenc and 
fdec respectively, then, the output of the encoder is: 
 

 1i enc i ie f t ,e                                                               (15) 

 
The output of the decoder is: 

 

 1 1, , , j dec j j j jd f z s a d                                                (16) 

 
Considering the relevance of successive environments, 

the input of the decoder consists of four parts, including the 
weighted sum zj of the encoder output, the current 
environment sj, and the decision execution results d(j−1)  and 
a(j−1)  of the previous step. zj is the context of the j-step 
decoder, which contains the attributes of the data to be sent. 
Since the initial state s0 affects the output d1 of the decoder, 
and then the whole sequence dj ， aj and vπ(si), it is 
necessary to take the current state as one of the input 
variables of the decoder to optimize the decoding accuracy. 

The output of seq2seq neural network is an n-
dimensional vector d. After nonlinear activation of this 
vector, the n-dimensional probability vector πθ and the sum 
function vπ(si), are obtained respectively, in which the 
probability vector πθ corresponds to the probabilities of 
different a for decision actions, and the sum of probabilities 
is 1. Then, the decision action aj =argmaxa(πθ) in step j can 
be obtained by greedy algorithm. 
 
5.2 Parameter Update and Optimal Policy of Few-shot 

Learning 
 

PPO2 algorithm defines the objective function of MDP 
as: 
 

   day dayJ E R E W                                                 (17) 

 
In which the daily reward is defined as: 

 

 
1

M n

day m
m i

R W i
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In which M is the number of samples, each sample is 

divided into a sequence of n data packets for transmission, 
m is the sample number, i is the data packet number, and 
Wm(i) is the power consumption required for transmitting a 
certain data packet. 

Because the IoT device can only send a small number 
of samples every day, the number of samples is limited, 
which cannot satisfy the law of large numbers. In order to 
save power consumption, this paper regularizes the 
objective function of MDP with prior distribution to reduce 
the required number of samples. 

The layout and location of IoT device has the 
following prior distribution: 
1) The initial value s0 of the environment can be set near 
the mean value, because the installation environment of the 
IoT device is similar, so this parameter can be generalized. 

2) All the power consumption generated by the device 
sending data is positive, and all the corresponding benefits 
are negative, which leads to insufficient punishment. 
Therefore, by increasing the benefit deviation 
corresponding to the mean value, the expected reward is 
adjusted to positive and negative distribution. 
3) The prior knowledge of samples shows that the power 
consumption function has an environmental inflection 
point. When snri is lower than this inflection point, the 
power consumption increases steadily; when snri is higher 
than the inflection point, the power consumption increases 
rapidly, so the MDP random distribution has a segmented 
structure. In this paper, Softplus distribution is introduced 
to model structure regularization parameters to fit prior 
knowledge, and Rectifier distribution is its special case，
and refers to Fig. 2. 
 

 
Figure 2 A priori distribution of environment 

 
4) Maximum value constraint. When the signal quality 

of the device installation point is lower than a certain 
threshold, the power consumption is very large, so si needs 
the maximum limit. 

Let each sample be divided into data packet sequence, 
q = (q1, q2, …, qi), and the objective function of the m-th 
sample can be defined as: 
 

     m mm qq m
J E R b KL                                 (19) 

 
where b(θm) is the reward corresponding to the mean value, 
which is used to transform the positive distribution reward 
into the positive and negative distribution. Reward R(θm) 
[21] is expressed as: 
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Here, ωi is the probability ratio between target policy 

and sample policy, and it is the adjustment coefficient of 
variance and deviation. 
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Advantage function Ai uses GAE estimation. 
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where γ is the discount coefficient of advantage function, r 
is the immediate reward. According to Eq. (13), the 
immediate reward function r(i+j) is: 
 

 i j m i jr W                                                                    (23) 

 
KL function is the regularization constraint in the 

objective function, which is defined as: 
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Among them: 
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based on prior Softplus distribution, normalized β is 
defined as: 
 

  1log 1 esnri
Nsnr                                                  (26) 

 
For each sample, the gradient update formula for few-

shot learning can be given as follows: 
 

  m m mm
' J                                                      (27) 

 
where α is the learning rate, that is, the gradient descent 
factor. After the parameters of seq2seq network are iterated 
and converged, the output of the network is the action 
under the optimal policy. 

The flow of few-shot reinforcement learning algorithm 
based on prior distribution is as follows. 

The task distribution of a given sample is ρ(T). 
The parameter θ of the neural network is randomly 

initialized, and the initial state s0 and the corresponding 
power consumption value W0 are given. 

Collect Mdata samples {T0, T1, …, TM}from ρ(T). 
For each data sampleTm, do. 
Let the sampling policy πθm0 = θ, and use the sampling 

policy to collect data samples, and the data packet sequence 
corresponding to a sample is q = (q1, q2, …, qi). 

Use Eq. (27) based on prior distribution to calculate 
the policy of seq2seq network and update parameters θm. 

Perform gradient iteration on q to learn a better policy, 
πθm 

If snri > snr(N−1), re-select the action ai, otherwise           
θ = πθm. 

Based on the prior structure distribution, the neural 
network can converge after only a few iterations, and learn 
the better policy πθm' 

end for 
In the above algorithm flow, sample policy and 

learning policy are iterated interactively, and under the 
framework constraint of prior distribution, fast 
convergence can be achieved by using few-shot. 
 
 
 

6 EXPERIMENT AND RESULT ANALYSIS 
 

The list of simulation parameters used in this paper is 
as follows, including MDP model parameters and PPO2 
algorithm parameters. During the simulation, a sample is 
divided into 10, 12, 15 and 20 data packet sequences for 
training in turn. In order to reduce the channel correlation, 
the minimum delay time segment t δ of data packet 
transmission is taken as 5 s. 
 

Table 1 Simulation parameters 
Parameter Description value 
Number of data packets n{10, 12, 15, 20} 
Minimum delay time segment δ = 5 s 
Data packet transmission duration Tf = 1 s 
Packet size < 200字节 

SINR threshold snr = [1.28 3.28 5.28 6.28] 
Device voltage V = 3 
Device idle state current I0 = 250 μA 
Sample number M = 5 
Expected life cycle d = 10 × 365 days 
Learning rate α  [0.002, 0.005] 
Reward discount factor γ = 0.9 
Advantage function discount 
coefficient 

φ = 0.95 

Clipping constant ε = 0.2 
Number of neurons units = 256 
Overfitting factor 0.5 
Hidden units Layers = 256 
Encoding layer Layer1 = 2 
Decoding layer Layer2 = 2 

 
In the experiment, it is assumed that the environmental 

state s_max is −117 dbm, the average value of the signal 
coverage quality, that is, the initial state s0 is −107 dbm, the 
battery capacity of the IoT device is 5000 mAh, and the 
battery voltage is 3.6 V. 

The device delay state and channel state is encoded 
into an embedding, which is then input into the neural 
network. Fig. 3 shows the change process of the delay state 
of the device. When the action decision is to send 
immediately, the delay state of the device basically remains 
unchanged, because the sending time is very short; when 
the action decision is to delay sending, the delay state of 
the device has an obvious increase.  

Channel is the environment of IoT device, and Fig. 4 
shows the change process of channel state. When the 
channel quality is good, the SINR is relatively stable, and 
when the channel quality is poor, the SINR is more likely 
to fluctuate randomly. 

The power required for data packet transmission is 
related to the state and environment. Fig. 5 shows the 
power values required for data packet sequence 
transmission when the environment changes randomly, and 
the equivalent model when the transmission is 
unsuccessful and retransmission is needed. 

When the data packet is delayed, the power 
consumption is related to the current in idle state and 
waiting time. When sending data packets immediately, the 
required power consumption is related to sending power, 
device voltage and sending time. 

Fig. 6 shows the corresponding immediate reward 
when sending the data packet sequence，and maximum 
reward is equivalent to minimum power consumption. 
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Figure 3 Time-delay stat change process of data packet sequence 

 

 
Figure 4 Channel state change process of data packet sequence 

 

 
Figure 5 Transmit power of data packet sequence 

 

 
Figure 6 Immediate reward of packet sequence decision 

 
After the MDP model is established, it is solved by 

PPO2 algorithm based on prior distribution. The 
parameters of neural network converge with the increase of 
iteration times, and the policy is gradually optimized.bθm is 
the expected reward corresponding to the mean value and 
bθm = 6 in the experiment. The difference between the 
training target and bθm can be defined as a loss function. 

Fig. 6 is the convergence process of neural network 
parameters based on normal random distribution of state, 
with a learning rate of 0.002, in which a sample is divided 
into 10, 12, 15 and 20 data packet sequences respectively. 

When the loss function tends to be constant, the 
parameters of the neural network converge to the optimal 
value, and the expression of the neural network 
corresponds to the optimal policy. 
 

 
Figure 7 Convergence process of normal distribution without prior 

 
Next, Fig. 8 shows the convergence process of the loss 

function after adjusting the state to the prior distribution, at 
which the learning rate of few-shot is 0.002. This is 
because the dynamic range decreases and the number of 
samples required when the loss function tends to be stable 
decreases. Fig. 9 is an iterative process when the learning 
rate of few-shot is 0.005, and the convergence is faster 
when the learning rate increases. 
 

 
Figure 8 Convergence process of small sample learning (learn rate 0.002) 

 

 
Figure 9 Convergence process of small sample learning (learn rate 0.005) 

 
Fig. 8 and Fig. 9 show that the more data packets, the 

easier it is for neural network parameters to converge. This 
is because NB-IoT network has the highest transmission 
efficiency when a single data packet size is less than 200 
bytes. On the one hand, when the amount of data to be 
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transmitted is fixed, the more data is split, that is, the 
smaller the data packet, the smaller the power cost of 
transmission. On the other hand, when the amount of data 
to be transmitted is large, NB-IoT network will split the 
data into more data packets, which is more suitable for the 
requirements of NB-IoT network. 

Take Smart Water as an example, the IoT device sends 
a fixed amount of data of one sample every day, and 
divides the sample into 20 data packets. From the above 
simulation results, it can be seen that when the sensing 
model and algorithm in this paper are not used, the power 
consumption required by the terminal to send a data packet 
is 0.04 mAh, referring to Fig. 5. Based on the life cycle of 
the terminal of 10 years, the required battery capacity is 
0.04 × 20 × 365 × 10 = 2920 mAh. In this way, when the 
battery capacity is 5000 mAh, the device can send 1.71 
samples every day. When the perception model and 
algorithm in this paper are adopted, it can be seen from Fig. 
5 that the average power consumption required by the 
terminal to send a data packet is 0.018 mAh, which can 
support the device to send 3.7 samples every day. 

Based on the reinforcement learning model and 
algorithm in this paper, when the amount of data to be sent 
is constant, the average power consumption required by the 
device to send a data packet is less. Therefore, under the 
same expected life cycle of the device, the signal coverage 
condition at the installation location of the device can be 
allowed to be worse, that is, the installation threshold can 
be lowered to support weaker signal coverage areas where 
IoT device or communication module can be installed. 
 
7 CONCLUSION 
 

In this paper, starting from the practical problem of 
intelligent water device layout and location, the established 
MDP model is solved by PPO2 algorithm with prior 
distribution. Firstly, the paper establishes a system model 
based on MDP, that is, Markov sequence decision model, 
and gives the definitions of the state, action and reward 
function of the model. Then, using seq2seq neural network 
to express the policy of the sequence decision, and based 
on the input sequence and its embedding, the decision-
making problem of the output sequence is studied with 
few-shot reinforcement learning. In the experiment part, 
the solution process and results of PPO2 algorithm based 
on prior distribution are given, and it is concluded that 
when the life cycle and battery capacity of the IoT device 
are known, the optimal solution of the layout and location 
of the IoT device can be obtained. The above models and 
methods can be applied to practical management projects 
and problems in various narrowband Internet of Things 
scenarios. 
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