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Vol. 57(77)(2022), 129 – 147
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Abstract. This paper is devoted to studying the first simultaneous
hitting time of a given set by two discrete-time, inhomogeneous Markov
chains with values in general phase space. Established conditions for the
existence of the hitting time’s exponential moment. Computable bounds
for the exponential moment are obtained under the condition of stochastic
dominance.

1. Introduction

The general theory of homogeneous Markov chains is well studied and
has its applications in many areas. This theory is well covered in the classical
books [20] and [23] while [5] includes recent advances in addition to classi-
cal results. However, the theory of inhomogeneous Markov chains is not well
developed, while plays an important role in theoretical and practical consid-
erations and attracts modern scientists’ interest. For example [1, 2] and [16]
include applications of inhomogeneous Markov chains, and [6, 13, 15, 17, 18]
present new results in the theory. Papers [4, 19] include classical results in
the ergodic theory of inhomogeneous Markov chains.

This paper is devoted to the evaluation of an exponential moment for the
simultaneous hitting of a specific set C by two time-inhomogeneous Markov
chains defined on the general state space. Simultaneous hitting times play a
crucial role in the investigation of the stability of Markov chains, especially
in time-inhomogeneous case (see [12, 13, 15, 16, 17, 18]). Typically, stability
results could be obtained by coupling techniques in which simultaneous hitting
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plays a key role. The expectation of a simultaneous hitting time studied in
papers [7, 9, 10, 11, 14].

In this paper, we established conditions of existence of the exponential
moment of simultaneous hitting time for two time-inhomogeneous Markov
chains and found an estimate for that moment that can be computed in prac-
tical applications. We expand the development originated in [8], where similar
results for atomic chains where developed. We adapted a technique of splitting
chain, well known in the homogeneous theory, to this particular situation, and
applied results from [8] to the general non-atomic case. The splitting tech-
nique was introduced in the pioneering work of Nummelin [22] and later used
by many authors (see [5, 20]).

This paper organized as follows. Section 2 introduces notation, the mi-
norization condition, and the construction of a probability space used across
the paper. In Section 3, we construct a splitting chain. In Section 4, we
present the main results of the paper. Section 5 includes auxiliary results
used in the proof of the main theorems.

2. Notation and Conditions

In this paper we consider a pair of time-inhomogeneous Markov chains

X
(1)
t and X

(2)
t , t ∈ N0 = {0, 1, 2, . . .} on a general state space (E,E). Denote

by M1(E) a set of all probability measures on E. We will denote by a ∨ b =
max{a, b}, a+ = max{a, 0} and ⌊a⌋ an integer part of a.

The critical role in the subsequent development plays a minorization con-
dition defined below.

Condition (A). We say that a sequence of Markov transition kernels
(Pt, t ∈ N0) satisfies Condition (A) if there exists a set C ∈ E, a sequence
of probability measures νt ∈ M1(E) and a sequence of constants αt ∈ (0, 1)
such that ∀x ∈ C, A ∈ E and all t ∈ N0

Pt(x,A) ≥ αtνt(A), and α := inf
t
αt > 0.

The set C from Condition (A) is called a small set.
Minorization condition is an essential tool in the study of homogeneous

Markov chains. In our definition we added additional requirement inft αt > 0.
This additional condition guarantees that minorization holds uniformly over
time and does not vanish as t → ∞, and it is specific for time-inhomogeneity.

In this paper we obtained computable bounds for the first hitting time
σC×C of the set C ×C by the pair of chains

(

X(1), X(2)
)

defined by a pair of

sequences of Makrov kernels (Pt,1, Pt,2), t ∈ N0, and assume both X(1) and

X(2) satisfy Condition (A) with the same αt, νt, t ∈ N0.
It is well known (see [21]) that a sequence of Markov kernels Pt : E×E →

[0, 1], where t ∈ N0 induces canonical Markov chain (Xt, t ∈ N0) defined
on the measurable space (Ω,F) and a family of probability measures Pµ,
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µ ∈ M1(E) such that

Pµ{X0 ∈ A0, . . .Xk ∈ Ak} =

∫

A0

. . .

∫

Ak

µ(dx0)P0(x0, dx1) . . . Pk−1(xk−1, dxk).

Since we deal with two sequences of Markov kernels Pt,1 and Pt,2 we consider
measurable space (Ω,F) and a family of probability measures Pµ,λ, µ, λ ∈
M1(E) such that

Ω = (E × E)∞ = {ω = ((ω
(1)
0 , ω

(2)
0 ), (ω

(1)
1 , ω

(2)
1 ), . . . , (ω(1)

n , ω(2)
n ), . . .)},

and F is a σ-field induced by the infinite product of E ⊗ E. In such a con-
struction we define random variables

X
(1)
t (ω) = ω

(1)
t , X

(2)
t (ω) = ω

(2)
t ,

such thatX
(1)
t is independent ofX

(2)
t and each ofX(i) is a time-inhomogeneous

Markov chain with transition probabilities Pt,i, i ∈ {1, 2}. Moreover, for any
t ∈ N0, x ∈ E, A ∈ E and i ∈ {0, 1} we have

P

{

X
(i)
t+1 ∈ A|X(i)

t = x
}

= Pt,i(x,A).

Let θ : Ω → Ω be a shift operator, such that for any

ω = ((ω
(1)
0 , ω

(2)
0 ), (ω

(1)
1 , ω

(2)
1 ), . . . , (ω

(1)
n , ω

(2)
n ), . . .) ∈ Ω

θ(ω) = ((ω
(1)
1 , ω

(2)
1 ), (ω

(1)
2 , ω

(2)
2 ), . . . , (ω

(1)
n+1, ω

(2)
n+1), . . .),

and θn = θ ◦ . . . ◦ θ - is the n-th iteration of θ.
We find it convenient to define a chain started at fixed moment t in the

following way. Let t ∈ N0 be fixed. Let (Ωt,Ft) be a copy of (Ω,F). We set

X
(i)
t,n(ω) = ω

(i)
n for ω ∈ Ωt and for any x, y ∈ E define a probability measure

P
t
x,y{X

(i)
t,k ∈ Aik, i ∈ {1, 2}, k ∈ {0, . . . , n}}

= P{X(i)
t+k ∈ Aik, i ∈ {1, 2}, k ∈ {0, . . . , n}|X(1)

t = x,X
(2)
t = y},

Aik ∈ E. Note that X
(i)
t,k and X

(i)
t are defined on a different probability spaces.

In the following, we will omit index t in X
(i)
t,k in the context of measure P

t
x,y,

i.e. P
t
x,y{X

(1)
n ∈ A} should be understood as Pt

x,y{X
(1)
t,n ∈ A}. We can define

P
t
µ,λ for µ, λ ∈ M1(E) as

P
t
µ,λ =

∫

E×E

µ(dx)λ(dy)Pt
x,y .

Finally, we may write P
t
µ for the probability of the event that only depends

on either one of X(1) or X(2) when it is clear from the context which chain is
under consideration.
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3. Splitting construction

Assuming that minorization condition (A) holds for both chains with the

same set of αt, νt we can define split chains X̌
(i)
t and X̌

(i)
t,n such that X̌

(i)
t and

X̌
(i)
t+n are atomic chains.

Let Ě = E × {0, 1} and Ě = σ[A × {0}, A× {1} | A ∈ E]. For every set
A ∈ E we will write Ǎ0 = A× {0}, Ǎ1 = A× {1}, Ǎ = A× {0, 1}.

Let εt > 0 be a sequence of positive values. For every Pt,i we can now

define P̌t,i : E × {0, 1} → Ě.
For any x ∈ E \ C, A ∈ E and d ∈ {0, 1} we define:

(3.1)
P̌t,i((x, d), A × {0}) = (1− αt)Pt,i(x,A),

P̌t,i((x, d), A × {1}) = αtPt,i(x,A).

For any x ∈ C

(3.2)

P̌t,i((x, 0), A× {0}) = (1− αt)
Pt,i(x,A) − αtνt(A)

1− αt
,

P̌t,i((x, 0), A× {1}) = αt
Pt,i(x,A)− αtνt(A)

1− αt
,

P̌t,i((x, 1), A× {0}) = (1− αt)νt(A),

P̌t,i((x, 1), A× {1}) = αtνt(A).

From definitions (3.1) and (3.2) we see

(3.3) P̌t,i((x, d), A × {0, 1}) = Pt,i(x,A),

for all x ∈ E \ C, A ∈ E, and

(3.4) (1− αt)P̌t,i((x, 0), A× {0, 1}) + αtP̌t,i((x, 1), A × {0, 1}) = Pt,i(x,A),

for all x ∈ C, A ∈ E.
Another important identity that follows from definitions (3.2) is

(3.5) P̌t,i((x, d), A × {0}) = (1 − αt)P̌t,i((x, d), A × {0, 1}),

for all x ∈ E, d ∈ {0, 1}.
Let µ1, µ2 be two probability measures from M1, d1, d2 ∈ {0, 1}, and δj

is a Dirac measure, j ∈ {0, 1}. With transition probabilities P̌t,i, we can
construct a canonical space in the same way as we did in the previous section.

So, we assume that random variables X̌
(i)
t with X̌

(i)
0 ∼ µi × δdi

, di ∈ {0, 1}
and probabilities P̌

t
µ1×δd1 ,µ2×δd2

are properly defined on the aforementioned

canonical space. To simplify notation, we will denote

(3.6) µ× {d} := µ× δd, µ ∈ M1, d ∈ {0, 1}.
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The chains X̌
(i)
t now are atomic chains with the atom C × {1}. Let us

denote

(3.7)
σ
(i)
C = σ

(1,i)
C = inf{t > 0 : X

(i)
t ∈ C},

σ
(n,i)
C = σ

(i)
C ◦ θ

σ
(n−1,i)
C

.

(3.8)
σ̌
(i)

Č
= σ̌

(1,i)

Č
= inf{t > 0 : X̌

(i)
t ∈ Č = C × {0, 1}},

σ̌
(n,i)

Č
= σ̌

(i)
C ◦ θ

σ̌
(n−1,i)

Č

, n ≥ 2.

For fixed k ∈ {0, 1} we define

(3.9)
σ̌
(i)
Ck

= σ̌
(1,i)
Ck

= inf{t > 0 : X̌
(i)
t ∈ C × {k}},

σ̌
(n,i)
Ck

= σ̌
(i)
Ck

◦ θ
σ̌
(n−1,i)
Ck

, n ≥ 2.

Let µ be a probability measure in M1(E), and event A only depends on
one of the chains X̌(1) or X̌(2), such that exact index i ∈ {1, 2} is clear from
the context. We will use the symbol P̌t

µ {A} whose meaning is the following

P̌
t
µ {A} = (1− αt)P̌

t
µ×{0} {A}+ αtP̌

t
µ×{1} {A} ,

where µ × {d} is defined in (3.6). We use the same notation for the expec-
tation Ě

t
µ

[

Z(X(i))
]

. Finally, note that C1 is an atom for each of the chains

{X(i)
n , n ≥ 0}, so for all x ∈ C probability P̌

t
x×{1} does not depend on x. We

will denote it by P̌
t
C1

and corresponding expectation by E
t
C1

.

4. Main results

The first result of the paper shows that the existence of the exponential
moment for the chain X(i) is sufficient for the existence of the exponential

moment of the variable σ̌
(i)
C1

. Next theorem, however, does not provide a good
computable bound since it involves two constants γ and δ that are difficult to
estimate in practical applications. We will show how to evaluate these values
under some additional conditions in Theorem 4.3.

Theorem 4.1. Let i ∈ {1, 2} be fixed, the chains X(i) and X̌(i) are defined
in Sections 2 and 3 (i.e. chain X(i) satisfies Condition (A)), random vari-

ables σ
(i)
C and σ̌

(i)
C1

are defined at (3.7) and (3.9) respectively and µ ∈ M1(E).
Assume that there exists β > 1 such that

E
t
µ

[

βσ
(i)
C

]

< ∞,

and

sup
t∈N0,x∈C

{

1

1− αt

(

E
t
x

[

βσ
(i)
C

]

− αtE
t
νt

[

βσ
(i)
C

])

}

< ∞.
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Then there exist constants δ > 1 and γ > 0 such that

(4.1) Ě
t
µ

[

δσ̌
(i)
C1

]

≤ 1 + γ

1− γ
M0E

t
µ

[

δσ
(i)
C

]

,

(4.2) Ě
t
C1

[

δσ̌
(i)
C1

]

≤ 1 + γ

1− γ
M0E

t
νt

[

δσ
(i)
C

]

and

(4.3) Ě
t
µ







σ̌
(i)
C1

−1
∑

j=0

δj






≤ M1

1− γ
E
t
µ

[

δσ
(i)
C

]

,

where

(4.4)

M0 = sup
t∈N0,x∈C

{

1

1− αt

(

E
t
x

[

δσ
(i)
C

]

− αtE
t
νt

[

δσ
(i)
C

])

}

,

M1 = sup
t∈N0,x∈C







1

1− αt



E
t
x





σ
(i)
C

−1
∑

l=0

δl



− αtE
t
νt





σ
(i)
C

−1
∑

l=0

δl















.

In equations (4.1)-(4.4) the constant δ could be any real number greater than
one, such that
(4.5)

sup
t∈N0,x∈C

Ě
t
x×{0}

[

δ2σ̌
(i)

Č

]

= sup
t∈N0,x∈C





E
t
x

[

δ2σ
(i)
C

]

− αtE
t
νt

[

δ2σ
(i)
C

]

1− αt



 <
1

1− α
,

where α is defined in Condition (A), and

(4.6) γ =

(

(1− α) sup
t∈N0,x∈C

(

Ě
t
x×{0}

[

δ2σ
(i)
C

])

)1/2

.

Proof. From Corollary 5.3 we know that for any δ > 1

(4.7) Ě
t
µ

[

δσ̌
(i)

Č

]

= E
t
µ

[

δσ
(i)
C

]

.

Let d ∈ {0, 1} and denote µ × {d} by µd, where µ ∈ M1. Let us consider an
arbitrary δ > 1 and use the trivial relation

Ě
t
µd

[

δσ̌
(i)
C1

]

= 1 + (δ − 1)Ět
µd







σ̌
(i)
C1

−1
∑

j=0

δj






.

We will decompose σ̌
(i)
C1

in the following way

(4.8) Ě
t
µd







σ̌
(i)
C1

−1
∑

j=0

δj






=

∞
∑

k=1

Ě
t
µd






1
σ̌
(i)
C1

=σ̌
(k,i)

Č

σ̌
(k,i)

Č
−1

∑

j=0

δj






.
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To simplify further derivation let us denote

σ̄ = σ̌
(i)
C1

,

σ̄j = σ̌
(j,i)

Č
,

Bj =

σ̌
(j+1,i)

Č
−1

∑

k=σ̌
(j,i)

Č

δk =

σ̄j+1
∑

k=σ̄j

δk.

Assuming that σ̌
(0,i)

Č
= 0 equation (4.8) then can be rewritten as

(4.9)

Ě
t
µd





σ̄−1
∑

j=0

δj



 =

∞
∑

k=1

Ě
t
µd



1σ̄=σ̄k

k−1
∑

j=0

Bj



 =

∞
∑

j=0

∑

k>j

Ě
t
µd

[1σ̄=σ̄k
Bj ]

=

∞
∑

j=0

Ě
t
µd

[

1σ̄>σ̄j
Bj

]

=

∞
∑

j=0

Ě
t
µd



1σ̄>σ̄j

σ̄j+1−1
∑

l=σ̄j

δl





=

∞
∑

j=0

Ě
t
µd

[

1σ̄>σ̄j
Ě
t+σ̄j

X̌
(i)
σ̄j

[

σ̄1−1
∑

k=0

δk

]

δσ̄j

]

≤ sup
x∈C,t∈N0

Ě
t
x×{0}

[

σ̄1−1
∑

l=0

δl

]

∞
∑

j=0

Ě
t
µd

[

1σ̄>σ̄j
δσ̄j
]

.

We now consider each term in the product on the right-hand side of
inequality (4.9). For any x ∈ C we have from (5.7) that

(4.10) Ě
t
x×{0}

[

σ̄1−1
∑

l=0

δl

]

=
1

1− αt



E
t
x





σ
(i)
C

−1
∑

l=0

δl



− αtE
t
ν





σ
(i)
C

−1
∑

l=0

δl







 .

Let us now consider the second term in (4.9).

Ě
t
µd

[

1σ̄>σ̄j
δσ̄j
]

= Ě
t
µd

[

1σ̄>σ̄j−1+σ̄1◦θσ̄j−1
δσ̄j−1+σ̄1◦θσ̄j−1

]

= Ě
t
µd

[

Ě
t
[

1σ̄>σ̄j−1+σ̄1◦θσ̄j−1
δσ̄j−1+σ̄1◦θσ̄j−1 |Fσ̄j−1

]]

= Ě
t
µd

[

1σ̄>σ̄j−1δ
σ̄j−1 Ě

t+σ̄j−1

X̌
(i)
σ̄j−1

[

1σ̄>σ̄1δ
σ̄1
]

]

.
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Now we apply Cauchy-Schwarz inequality to the internal expectation and
equality (3.5) to get

(4.11)

Ě
t

X̌
(i)
σ̄j−1

[

1σ̄>σ̄1δ
σ̄1
]

≤
(

P̌
t

X̌
(i)
σ̄j−1

{σ̄ > σ̄1}
)1/2 (

Ě
t

X̌
(i)
σ̄j−1

[

δ2σ̄1
]

)1/2

=

(

P̌
t

X̌
(i)
σ̄j−1

{

X
(i)
σ̄1∈C0

}

)1/2(

Ě
t

X̌
(i)
σ̄j−1

[

δ2σ̄1
]

)1/2

≤ (1− αt)
1/2

(

Ě
t

X̌
(i)
σ̄j−1

[

δ2σ̄1
]

)1/2

≤ (1− α)1/2
{

sup
t,x∈C

(

Ě
t
x×{0}

[

δ2σ̄1
]

)

}1/2

.

Last inequality is true for all ω such that X̌
(i)
σ̄j−1

∈ C×{0}, and α = inft αt > 0

is defined in Condition (A).
From the condition of the Theorem and (5.7) we know that

sup
t∈N0,x∈C

Ě
t
x×{0}

[

βσ̌Č

]

< ∞,

so for any n > 0

sup
t∈N0,x∈C

Ě
t
x×{0}

[

β
σ̌
Č
n

]

≤
(

sup
t∈N0,x∈C

Ě
t
x×{0}

[

βσ̌Č

]

)1/n

→ 1, n → ∞

which means

sup
t∈N0,x∈C

Ě
t
x×{0}

[

δσ̌Č

]

→ 1, δ → 1.

So, we have to select δ such that

(4.12) γ2 := (1− α) sup
t∈N0,x∈C

(

Ě
t
x×{0}

[

δ2σ̄1
]

)

< 1.

Substituting these δ and γ into (4.11) we get

(4.13) Ě
t
µd

[

1σ̄>σ̄j
δσ̄j
]

≤ γĚt
µd

[

1σ̄>σ̄j−1β
σ̄j−1

]

≤ γj
Ě
t
µd

[

δσ̄1
]

.

Plugging (4.13) and (4.10) into (4.9) we derive

Ě
t
µd







σ̌
(i)
C1

−1
∑

j=0

δj






≤ sup

x∈C
Ě
t
x×{0}







σ̌
(i)

Č
−1

∑

l=0

δl







∞
∑

j=0

γj
Ě
t
µd

[

δσ̄1
]

≤
Ě
t
µd

[δσ̄1 ]

(1− γ)
sup

t∈N0,x∈C







1

1− αt



E
t
x





σ
(i)
C

−1
∑

l=0

δl



− αtE
t
νt





σ
(i)
C

−1
∑

l=0

δl















.

Note that the previous inequality is valid for µ×{0} and µ×{1}, which means
we can safely change µd to µ (which means initial measure (1− αt)µ× {0}+
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αtµ×{1}). From (4.7) we know that Ět
µ [δ

σ̄1 ] = E
t
µ

[

δσ
(i)
C

]

which proves (4.3).

Finally

Ě
t
µd

[

δσ̌
(i)
C1

]

= 1 + (δ − 1)Ět
µd







σ̌
(i)

Č
∑

l=0

δl







≤ 1 + γ

1− γ
Ě
t
µd

[

δσ̌
(i)

Č

]

sup
t∈N0,x∈C

{

1

1− αt

(

E
t
x

[

δσ
(i)
C

]

− αtE
t
νt

[

δσ
(i)
C

])

}

=
1 + γ

1− γ
M0Ě

t
µd

[

δσ̌
(i)

Č

]

,

where M0 is defined in (4.4). Setting µd = δx × {1}, x ∈ C immediately

proves (4.2), since definitions (3.1) and (3.2) imply P̌
t
δx×{1}

{

σ̌
(i)

Č
> n

}

=

P
t
νt

{

σ
(i)
C > n

}

. Setting µd = µ× {0} and then µd = µ× {1} we get

Ě
t
µ

[

δσ̌
(i)
C1

]

≤ 1 + γ

1− γ
M0Ě

t
µ

[

δσ̌
(i)

Č

]

=
1 + γ

1− γ
M0E

t
µ

[

δσ
(i)
C

]

,

where last equality follows from (4.7). So we have proven (4.1). Statement
(4.5) now follows from the selection of δ in (4.12).

The proven theorem establishes a relationship between E
t
µ

[

βσ
(i)
C

]

and

Ě
t
µ

[

δσ̌
(i)
C1

]

, where C1 is an atom of the split chain X̌(i). Our end goal, however,

is to prove the existence of the exponential moment of the simultaneous hitting
the set C by both chainsX(1) andX(2). This is addressed in the next theorem.

Theorem 4.2. Let X(1) and X(2) be two Markov chains that are defined
in Section 2 (which means they both satisfy Condition (A)) and X̌(1), X̌(2)

are corresponding split chains defined in Section 3, random variables σ
(1)
C ,

σ
(2)
C are defined at (3.7) and µ1, µ2 ∈ M1(E). Denote µ̌i = (1−αt)µi ×{0}+

αtµi × {1}. Assume that there exists β > 1 such that for all i ∈ {1, 2}

E
t
µi

[

βσ
(i)
C

]

< ∞,

and

Si(β) = sup
t,x∈C

{

1

1− αt

(

E
t
x

[

βσ
(i)
C

]

− αtE
t
νt

[

βσ
(i)
C

])

}

< ∞.

Then there exist constants δ0, δ1 > 1, ε > 0 and γ0, γ1 > 0 such that

(4.14) E
t
µ1,µ2

[

δ
σC×C

1

]

≤ M

(

E
t
µ1

[

δ
σ
(1)
C

0

]

S1(δ0) + E
t
µ2

[

δ
σ
(2)
C

0

]

S2(δ0)

)

< ∞,

where

M =

(

1 +
1

1−
√

(1 + ε)(1− γ1)

)

(

1 + γ0
1− γ0

)

.
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Proof. From Theorem 4.1 it follows that there exist δ0 > 1 and γ0 > 0
such that for both i ∈ {1, 2}

(4.15) Ě
t
µi

[

δ
σ̌
(i)
C1

0

]

≤ 1 + γ0
1− γ0

E
t
µi

[

δ
σ
(i)
C

0

]

Si(δ0) < ∞.

The set C1 is an atom for each of the chains X̌
(1)
t and X̌

(2)
t . Then from [8],

Theorem 2 it follows that there exist δ1 > 1, ε > 0 and γ1 > 0 such that
(4.16)

Ě
t
µ̌1,µ̌2

[

δ
σ̌C1×C1
1

]

≤
(

1 +
1

1−
√

(1 + ε)(1− γ1)

)

(

Ě
t
µ̌1

[

δ
σ̌
(1)
C1

0

]

+ Ě
t
µ̌2

[

δ
σ̌
(2)
C1

0

])

.

Combining (4.15) and (4.16) together we obtain
(4.17)

Ě
t
µ̌1,µ̌2

[

δ
σ̌C1×C1
1

]

≤ M

(

E
t
µ1

[

δ
σ
(1)
C

0

]

S1(δ0) + E
t
µ2

[

δ
σ
(2)
C

0

]

S2(δ0)

)

< ∞,

where M is defined in (4.14).
Denote for positive integers m and k1 < k2 < . . . < km

Ǎk1,...,km
=
{

σ̌
(1,1)

Č
= k1, σ̌

(1,2)

Č
= k2, . . . , σ̌

(1,m)

Č
= km

}

,

B̌k1,...,km
=
{

X̌
(2)
k1

/∈ Č, X̌
(2)
k2

/∈ Č, . . . , X̌
(2)
km

/∈ Č
}

,

Ak1,...,km
=
{

σ
(1,1)
C = k1, σ

(1,2)
C = k2, . . . , σ

(1,m)
C = km

}

,

Bk1,...,km
=
{

X
(2)
k1

/∈ C,X
(2)
k2

/∈ C, . . . , X
(2)
km

/∈ C
}

.

Now we have

(4.18)

P̌
t
µ̌1,µ̌2

{

σ̌Č×Č > n
}

=

n
∑

j=1

∑

k1<...<kj≤n

P̌
t
µ̌1,µ̌2

{

Ǎk1,...,kj
, B̌k1,...,kj

}

=

n
∑

j=1

∑

k1<...<kj≤n

P̌
t
µ̌1

{

Ǎk1,...,kj

}

P̌
t
µ̌2

{

B̌k1,...,kj

}

=

n
∑

j=1

∑

k1<...<kj≤n

P
t
µ1

{

Ak1,...,kj

}

P
t
µ2

{

Bk1,...,kj

}

= P
t
µ1,µ2

{σC×C > n} ,

here second equality follows from independence of X̌(1) and X̌(2), and third
equality follows from definitions (3.1), (3.2) using the fact that both events
Ǎk1,...,km

and B̌k1,...,km
do not depend on the second coordinate d of the

process X̌
(i)
n = (x

(i)
n , d).
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Finally, it follows from (4.18) and relation C1 ⊂ Č that

E
t
µ1,µ2

[

δ
σC×C

1

]

= Ě
t
µ̌1,µ̌2

[

δ
σ̌Č×Č

1

]

≤ Ě
t
µ̌1,µ̌2

[

δ
σ̌C1×C1
1

]

,

which concludes the proof of the theorem.

Now, we will work on estimating parameters δ0, δ1, ε, γ0 and γ1 from The-
orem 4.2. The key role in constructing computable bounds plays a dominating
sequence.

We will say that decreasing sequence of positive numbers {Gn, n ≥ 0} is

a dominating sequence for σ
(i)
C if

(4.19) sup
t∈N0,x∈C

P
t
x

{

σ
(i)
C > k

}

≤ Gk, ∀k ≥ 0.

We will say that dominating sequence {Gn, n ≥ 0} is exponentially dominat-
ing with constants C > 0 and β > 1 if

(4.20) Gk ≤ Cβ−k, ∀k ≥ 0.

Note that condition

sup
t∈N0

E
t
µ

[

βσ
(i)
C

]

< ∞

implies the existence of exponentially dominating sequence with constants

C = supt∈N0
E
t
µ

[

βσ
(i)
C

]

and any δ ∈ (1, β] due to the Chernoff inequality

P
t
µ

{

σ
(i)
C > k

}

≤ e−uk
E
t
µ [e

uσC ] , ∀u > 0.

In particular, we may put u = lnβ and get

P
t
µ

{

σ
(i)
C > k

}

≤ β−k
E
t
µ [β

σC ] ≤ β−k sup
t∈N0

E
t
µ [β

σC ] .

However, it could be difficult to find the exact value of Et
µ

[

βσ
(i)
C

]

, while

it is often feasible to get an estimate of it. That is why an assumption of the
existence of exponentially dominating sequence is reasonable and not restric-
tive. In the next theorem we show how to estimate parameters in Theorem
4.2.

Theorem 4.3. Let X(i), i ∈ {1, 2} be Markov chains defined in Section
2 (which means they satisfy Condition (A)), and X̌(i) its split chain. Let

σ
(i)
C , σ̌

(i)

Č
and σ̌

(i)
C1

be the hitting times defined in (3.7) and (3.8).

1. Assume there exist exponential dominating sequences with constants

D > 0, β0 > 1 and measurable functions V
(i)
t : E → R+ such that

sup
t∈N0,x∈C

P
t
x

{

σ
(i)
C > n

}

≤ Gn = Dβ−n
0 ,
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and for all x ∈ E \ C

P
t
x

{

σ
(i)
C > n

}

≤ Gn(x) = V
(i)
t (x)β−n

0 .

2. For every t ∈ N0, x ∈ C, i ∈ {0, 1} denote a probability measure

q
(i)
t,x(·) ∈ M1 such that

q
(i)
t,x(A) =

Pt,i(x,A)− αtνt(A)

1− αt
.

Assume that

Q̂ = sup
t∈N0,x∈C,i∈{1,2}

q
(i)
t,x(V

(i)
t ) = sup

t∈N0,x∈C, i∈{1,2}

∫

E

q
(i)
t,x(dy)V

(i)
t (y) < ∞.

3. Assume that

inf
t∈N0

νt(C) > 0.

If conditions 1.-3. hold true, then constants δ0 > 1, δ1 > 1, γ0 > 0, γ1 > 0 and
ε > 0 could be selected in the following way:

δ0 <

√

1 +
α(β0 − 1)

(1− α)β0Q̂+ α
,

γ0 =

{

(1− α)

(

1 +
(δ20 − 1)β0

β0 − δ20
Q̂

)}
1
2

,

ε - an arbitrary small constant,

γ1 =
(

α inf
t
νt(C)

)m

exp

(

ln
(

1− Ďδ−m
)

(

δm+1
0

δ0 − 1
− 1

))

,

δ1 = (1 + ε/2)
1

m+n0 ,

where

Ď = D
1 + γ0
1− γ0

(

1 +
(δ0 − 1)β0

β0 − δ0
Q̂

)(

1 +
δ0(β0 − 1)

β0 − δ0

)

,

m = min
{

n ≥ 1|Ďδ−n
0 < 1

}

,

n0 =

⌊

ln

(

ε(δ0 − β0)

2Ďβm+1
0

)

/ ln

(

β0

δ0

)⌋

+ 3,

and α defined in Condition (A).

Proof. First, we show that conditions of Theorem 4.1 are satisfied.
It is clear that for every x ∈ C and β ∈ (1, β0)

E
t
x

[

βσ
(i)
C

]

− 1 ≤ D(β − 1)
∑

k≥0

(β/β0)
k = D

(β − 1)β0

β0 − β
< ∞.



EXPONENTIAL MOMENTS OF SIMULTANEOUS HITTING TIME 141

Similarly, for any µ ∈ M1, such that µ(V ) < ∞

E
t
µ

[

βσ
(i)
C

]

− 1 ≤ µ(V )
(β − 1)β0

β0 − β
< ∞.

Next, we note the following relation

1

1− αt

(

E
t
x

[

βσ
(i)
C

]

− αtE
t
νt

[

βσ
(i)
C

])

= E
t

q
(i)
t,x

[

βσ
(i)
C

]

.

So, the condition

sup
t∈N0,x∈C

{

1

1− αt

(

E
t
x

[

βσ
(i)
C

]

− αtE
t
νt

[

βσ
(i)
C

])

}

< ∞

is equivalent to

sup
t∈N0,x∈C

E
t

q
(i)
t,x

[

βσ(i)
]

< ∞,

which is true since conditions 1 and 2 imply

(4.21) sup
t∈N0,x∈C

E
t

q
(i)
t,x

[

βσ
(i)
C

]

≤ 1 +
(β − 1)β0

β0 − β
Q̂ < ∞.

Now, according to Theorem 4.1 we select δ0 such that

sup
t∈N0,x∈C

E
t

q
(i)
t,x

[

δ
2σ

(i)
C

0

]

<
1

1− α
,

where α is defined in Condition (A). Inequality (4.21) implies it is sufficient
to select δ0 such that

1 +
(δ20 − 1)β0

β0 − δ20
Q̂ <

1

1− α
,

which means

δ0 <

√

1 +
α(β0 − 1)

(1− α)β0Q̂+ α
.

From Theorem 4.1 it follows that γ0 can be defined as

γ0 =

{

(1− α)

(

1 +
(δ20 − 1)β0

β0 − δ20
Q̂

)}
1
2

.

To obtain expressions for other constants, we use results from [8]. First we
note that condition 3 implies

P̌
t
C1

{

X̌
(i)
1 ∈ C1

}

≥ α inf
t∈N0

νt(C) > 0,

which means conditions of Lemmas 2,3 and 4 from [8] hold true for every
m ≥ 1. Using Chernoff inequality, formulas (4.2) and (4.21) we can build
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exponentially dominating sequence for

P̌
t
C1

{

σ̌
(i)
C1

> n
}

≤ Ě
t
C1

[

δ
σ̌
(i)
C1

0

]

δ−n
0 ≤ 1 + γ0

1− γ0
M0E

t
νt [δ

σC

0 ] δ−n
0

= D1E
t
νt [δ

σC

0 ] δ−n
0 ≤ D1D

(

1 +
δ0(β0 − 1)

β0 − δ0

)

δ−n
0 ,

where M0 is defined in (4.4) and

D1 =
1 + γ0
1− γ0

(

1 +
(δ0 − 1)β0

β0 − δ0
Q̂

)

.

So we can define exponential dominating sequence for P̌t
C1

{

σ̌
(i)
C1

> n
}

as

Ǧn = Ďδ−n
0 ,

where

Ď = D
1 + γ0
1− γ0

(

1 +
(δ0 − 1)β0

β0 − δ0
Q̂

)(

1 +
δ0(β0 − 1)

β0 − δ0

)

.

Now we can select

m = min
{

n ≥ 1|Ǧn < 1
}

.

Lemmas 3 and 4 from [8] render an expression for γ1 and δ1:

γ1 =
(

α inf
t
νt(C)

)m

exp

(

ln
(

1− Ďδ−m
)

(

δm+1
0

δ0 − 1
− 1

))

,

δ1 = (1 + ε/2)
1

m+n0 ,

where ε is an arbitrary small positive constant, and

n0 =

⌊

ln

(

ε(δ0 − β0)

2Ďβm+1
0

)

/ ln

(

β0

δ0

)⌋

+ 3.

We conclude this section with a small toy example that illustrates how
results, in particular, Theorem 4.3 can be applied to some inhomogeneous
Markov chains. We will see that despite complicated formulas, we can employ
standard techniques from the homogeneous theory.

Inhomogeneous ARCH(1) model. Consider, first, the Markov chain

Xk =
√

ak + bkX2
k−1Zk, ak ∈ (amin, amax), bk ∈ (bmin, bmax),

where amin, amax, bmin, bmax > 0 - real numbers, {Zk, k ≥ 1} independent
sequence of real-valued random variables such that:

1. Each Zk has a density gk with respect to a Lebesgue measure µ.
2. There is a constant c > 0 and interval [−c0, c0] ∈ R such that, for all

k ≥ 1

gk(x) ≥ c1[−c0,c0](x), x ∈ R.
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3. There exists s ∈ (0, 1] such that

λ0 := sup
k

{

bskE[Z
2s
k ]
}

= sup
k

{

bsk

∫ +∞

−∞

z2sgk(z)dz

}

< 1.

We denote E[Z2s
k ] by mk. It is well known from the homogeneous theory that

the function V (x) = 1 + x2s is a test function, i.e

PkV (x) ≤ 1 + askmk + bskmkx
2s ≤ λkV (x) + (1 − λk + askmk),

where λk = bskmk ≤ λ0 < 1. It is also well known that each closed interval
[−c1, c1] ∈ R, c1 > 0 is small in the sense

Pk(x,A) ≥ αkνk(A), x ∈ [−c1, c1],

where
αk = 2c0c

√
ak(ak + bk(1 − λk + askmk)

2)−1/2,

νk(A) =
1

2c0
√
ak

µ(A ∩ [−c0
√
ak, c0

√
ak]).

Clearly infk αk > 0, since both ak and bk are bounded away from 0 and from
∞. Finally, we select

λ = (1 + λ0)/2 ∈ (λ0, 1),

and set C = [−c2, c2] such that for all x ∈ R with |x| > c2 and k > 0

(λk − λ)(1 + x2s) + (1− λk + askmk) < 0,

it is clear that such selection is always possible provided conditions 1.-3. hold.
So we get for all k ≥ 1

(4.22) PkV (x) ≤ λV (x) + b̃1C(x),

where b̃ = supx∈C

{

(λk − λ)(1 + x2s) + (1− λk + askmk)
}

. Using Theorem 1
from [8] we get

(4.23) E
k
x

[

λ−σC
]

≤ V (x) +
b̃

λ
1C(x),

which is an analogue of a very well-known classical result from the homoge-
neous theory. Now, we can verify that Theorem 4.3 is valid for the chain
(Xn, n ≥ 0). Condition 1 of Theorem 4.3 is valid with β0 = λ and

D = (1 + c2s2 ) + b̃/λ. Conditions 2 and 3 of Theorem 4.3 are obvious.
Now we can consider two inhomogeneous chains of the form

X
(i)
k =

√

a
(i)
k + b

(i)
k (X

(i)
k−1)

2Z
(i)
k , a

(i)
k ∈ (amin, amax), b

(i)
k ∈ (bmin, bmax),

where i ∈ {1, 2}. Assuming conditions 1-3 from this example hold true for each
of them (possibly with a different set of constants), we derive that function
V (x) = 1+2x2s is a valid test function for both chains, with different λ(i) < 1
and there exists set C that satisfies Condition (A) for both chains as well

inequality (4.23), possibly with different λ(i) and b̃i, i ∈ {1, 2}. Thus we can
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employ Theorem 4.2 and Theorem 4.3 to obtain the direct formula for the
bound of the exponential moment of the simultaneous hitting time σC×C .

5. Auxiliary results

Lemma 5.1. Let i ∈ {1, 2} be fixed, C ∈ E be some set, and let random

variables σ̌
(i)

Č
, σ

(i)
C be defined in (3.7) and (3.8). Then the following equalities

hold true.

1. For any x ∈ E \ C, d ∈ {0, 1}

(5.1) P
t
x

{

σ
(i)
C > k

}

= P̌
t
x×{d}

{

σ̌
(i)

Č
> k

}

,

2. For any x ∈ C

(5.2) P̌
t
x×{0}

{

σ̌
(i)

Č
> k

}

=
1

1− αt

(

P
t
x

{

σ
(i)
C > k

}

− αtP
t
νt

{

σ
(i)
C > k

})

.

Proof. Let x be a fixed element from E, then

(5.3)

P
t
x{σ

(i)
C > k} = P

t
x{X

(i)
l /∈ C, 1 ≤ l ≤ k}

=

∫

Cc

. . .

∫

Cc

Pt,i(x, dx1) . . . Pt+k−1,i(xt+k−1, dxt+k).

Equalities (3.1) imply for x ∈ E \C

(5.4)
Pt+j,i(x, dy) = P̌t+j,i((x, d), dy × {0, 1})

= P̌
t
x×{d}{X̌

(i)
1 = dy × {0, 1}}.

Combining (5.3) and (5.4) we get for x ∈ E \ C

P
t
x

{

σ
(i)
C > k

}

= P̌
t
x×{d}

{

X̌
(i)
l /∈ Č, 1 ≤ l ≤ k

}

= P̌
t
x×{d}

{

σ̌
(i)

Č
> k

}

,

which proves statement 1.
Now we apply equality (5.3) to the right-hand side of formula (5.2).

P
t
x

{

σ
(i)
C > k

}

− αtP
t
νt

{

σ
(i)
C > k

}

1− αt

=

∫

Cc

(

Pt,i(x, dx1)− αtν(dx1)

1− αt

)

× P
t+1
x1

{

σ
(i)
C > k − 1

}

.

since x1 /∈ C we can use proven formula (5.1) and definition (3.2) to obtain

P
t
x

{

σ
(i)
C > k

}

− αtP
t
νt

{

σ
(i)
C > k

}

1− αt

=

∫

Cc

P̌ ((x, 0), (dx1 × {0, 1})× P̌
t
x1

{

σ̌
(i)

Č
> k − 1

}

= P̌
t
x×{0}

{

σ̌
(i)

Č
> k

}

.
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which completes the proof of statement 2.

Corollary 5.2. Assume µ ∈ M1(E) is some probability measure. Then

P
t
µ

{

σ
(i)
C > k

}

= P̌
t
µ

{

σ̌
(i)

Č
> k

}

.

Proof. First, we show that for all x ∈ E

(5.5) P
t
x

{

σ
(i)
C > k

}

= P̌
t
x

{

σ̌
(i)

Č
> k

}

.

Statement 1 from Lemma 5.1 implies that for any x ∈ E \ C

P̌
t
x

{

σ̌
(i)

Č
> k

}

= (1− αt)P̌
t
x×{0}

{

σ̌
(i)

Č
> k

}

+ αtP̌
t
x×{1}

{

σ̌
(i)

Č
> k

}

= (1− αt)P
t
x

{

σ
(i)
C > k

}

+ αtP
t
x

{

σ
(i)
C > k

}

= P
t
x

{

σ
(i)
C > k

}

.

In case x ∈ C we have

P̌
t
x×{1}

{

σ̌
(i)

Č
> k

}

= P
t
νt

{

σ
(i)
C > k

}

by construction (see formulas (3.1) and (3.2)), combining this with statement
2 from Lemma 5.1 we get for x ∈ C

P̌
t
x

{

σ̌
(i)

Č
> k

}

= (1− αt)P̌
t
x×{0}

{

σ̌
(i)

Č
> k

}

+ αtP̌
t
x×{1}

{

σ̌
(i)

Č
> k

}

= (1− αt)
1

1 − αt

(

P
t
x

{

σ
(i)
C > k

}

− αtP
t
νt

{

σ
(i)
C > k

})

+ αtP
t
νt

{

σ
(i)
C > k

}

= P̌
t
x

{

σ
(i)
C > k

}

.

Now we integrate (5.5) with respect to µ and receive the statement of the
Corollary.

Corollary 5.3. Let β > 1 be a constant. Then

(5.6) Ě
t
µ

[

βσ̌Č

]

= E
t
µ [β

σC ] ,

and

(5.7) Ě
t
x×{0}

[

βσ̌Č

]

=
1

1− αt

(

E
t
x [β

σC ]− αtE
t
νt [β

σC ]
)

.

Proof. Taking into account Corollary 5.2 we can write

(β − 1)−1
(

E
t
µ [β

σC ]− 1
)

= E
t
µ

[

σC−1
∑

k=0

βk

]

=
∞
∑

k=0

E
t
µ

[

βk
1σC>k

]

=

∞
∑

k=0

Ě
t
µ

[

βk
1σ̌Č>k

]

= Ě
t
µ

[

σ̌c−1
∑

k=0

βk

]

= (β − 1)−1
(

Ě
t
µ

[

βσ̌Č

]

− 1
)

.
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So formula (5.6) is proven. The proof of equality (5.7) follows the same
arguments with application of formula (5.2) instead of Corollary 5.2.
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