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ABSTRACT 
In traffic monitoring data analysis, the magnitude 

of traffic density plays an important role in determin-
ing the level of traffic congestion. This study proposes a 
data imputation method for spatio-functional principal 
component analysis (s-FPCA) and unifies anomaly curve 
detection, outlier confirmation and imputation of traf-
fic density at target intersections. Firstly, the detection 
of anomalous curves is performed based on the binary 
principal component scores obtained from the function-
al data analysis, followed by the determination of the 
presence of outliers through threshold method. Secondly, 
an improved method for missing traffic data estimation 
based on upstream and downstream is proposed. Final-
ly, a numerical study of the actual traffic density data is 
carried out, and the accuracy of s-FPCA for imputation 
is improved by 8.28%, 8.91% and 7.48%, respective-
ly, when comparing to functional principal component 
analysis (FPCA) with daily traffic density data missing 
rates of 5%, 10% and 20%, proving the superiority of the 
method. This method can also be applied to the detection 
of outliers in traffic flow, imputation and other longitudi-
nal data analysis with periodic fluctuations.

KEYWORDS 
functional data; functional principal component 
analysis; traffic density; outliers; s-FPCA.

1.	 INTRODUCTION 
Current intelligent transportation system (ITS) 

technologies capture a lot of traffic monitoring 
data, which has led to an increase in the demand 

for data analysis. Besides, macroscopic traffic flow 
theory considers that traffic speed, traffic density, 
traffic flow and other traffic characteristics of ve-
hicle groups are the main features of traffic stream. 
Among them, traffic density is one of the indicators 
to measure the level of road service [1]. In addi-
tion, data quality is an important issue in traffic data 
analysis. Although these observations are usually 
recorded automatically by geomagnetic detectors 
and check points, there is a risk of data corruption 
due to short-term software or hardware failures, 
maintenance operations and data storage problems, 
which can create interruptions or outliers in the data 
records and lead to various types of subsequent 
modelling and identification of potential structural 
obstacles. Consequently, outlier identification and 
data imputation must be carried out prior to statis-
tical analysis to minimise the impact of outlier data 
on subsequent modelling analysis and parameter 
estimation.

Functional data analysis (FDA) is very effec-
tive with infinite dimensional data objects such 
as curves, shapes and images. FDA methods have 
been developed in depth over the last 20 years, and 
a number of articles and books provide a compre-
hensive overview of FDA [2–3]. Chiou [4] first ap-
plied FDA to traffic flow data analysis, considered 
daily traffic flow trajectory as a stochastic function 
of time, proposed a dynamic functional hybrid pre-
diction method combining functional prediction 
and probabilistic function classification for traffic 
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using the imputation method to restore the original 
characteristics of the data as far as possible. Mondal 
and Rehena [10] propose a technique based on sta-
tistical model which identifies the temporal outliers 
in road traffic. Z-score and linear regression model 
are two statistical models have been used in combi-
nation for detection of temporal outliers. The pro-
posed technique can be used to detect unusual traf-
fic incident or sensors failure. Pu et al. [11] focuses 
on the detection of non-recurrent traffic anomaly 
caused by unexpected or transient incidents, such as 
traffic accidents, celebrations and disasters. Com-
pared to existing approaches, it considers the spatial 
and temporal propagation of traffic anomalies from 
one road to other neighbour roads by proposing an 
STLP-OD framework.

It is also worth mentioning that in the identifica-
tion of outliers using the three fundamental param-
eters of traffic flow, Chen et al. [12, 13] used two of 
the three parameters of traffic flow for curve fitting 
to obtain the highest and lowest thresholds of the 
basic graph curve, and anything outside the inter-
val was judged to be an outlier, thus detecting the 
existence of traffic fault data. In this study we carry 
out the empirical plots for the fundamental diagram 
to identify non-anomalous areas based on the char-
acteristics of time and traffic density, followed by 
determination of the outliers and imputation.

A comprehensive overview of the missing data 
problem is given by Schafer et al. [14]. A variety 
of imputation techniques have been developed over 
the last few decades [15–18], and there is an ex-
tensive literature discussing methods for inserting 
missing values for multivariate data [19] and lon-
gitudinal data [20–23]. There are specialised impu-
tation methods for traffic data, including Kalman 
filtering methods, time series modelling [24], his-
torical proximity estimation, lane distribution meth-
ods, spline regression estimation methods [25] and 
genetic design modelling [26]. More recently, Li 
and Chiou [6] applied the FPCA method to verify 
its superiority over probabilistic principal compo-
nent analysis and Bayesian principal component 
analysis. Although historical estimation, nearest 
neighbour estimation and local regression estima-
tion are common methods for missing value estima-
tion, they all have certain drawbacks. They ignore 
the fact that traffic flows may fluctuate significant-
ly from one day to the next and include random 
variations within the same day. Historical estima-
tion uses global information in the historical data  

flow prediction, and subsequently used functional 
principal component analysis (FPCA) for estimat-
ing missing values of traffic flow data. The same 
researcher further extended it for anomalous curve 
monitoring graphical tool [5], and proposed a uni-
fied algorithm combining probabilistic function 
clustering algorithm with FPCA to propose a hybrid 
prediction [6] for missing value estimation. These 
studies reveal that the application of functional data 
analysis to traffic flow data analysis is more suitable 
and has advantages. Mu [7] applied functional prin-
cipal component analysis to spectral data, calculat-
ed the Oja depth for the first and second principal 
component scores and used the box-line plot crite-
rion to identify outliers for the Oja depth so as to 
determine the anomaly function. Chen [8] extend-
ed the computational space of Tukey's half-space 
depth based on the Hilbert regeneration kernel, pro-
posed a new function-based statistical depth func-
tion and explored the outlier diagnosis methods for 
function-based data, mainly including the methods 
based on function-based depth, based on principal 
component analysis and based on function-based 
radial anomaly degree.

In the outlier detection algorithm, Hyndman and 
Shang [9] divided the anomalous curves of function-
al data into amplitude anomalous curves and shape 
anomalous curves, where amplitude anomalous 
curves are curves that deviate far from the mean 
and shape anomalous curves have different types of 
fluctuations than other curves, and proposed a vi-
sualisation method for the detection of anomalous 
curves. In practice, however, outlier curves may ex-
hibit a combination of these features. In addition, 
outliers can greatly affect statistical results, such as 
distorting statistical models and deviating results. 
Chiou et al. [5] used logic rules to check for outli-
ers, which were not changes in traffic status caused 
by traffic accidents or traffic jams, but only outli-
ers caused by missing data during data collection. 
And due to the large amount of data, they also did 
not do subsequent anomaly detection and imputa-
tion, but directly deleted the outliers. On the one 
hand, this study improves the logic rules by using 
the threshold method for the determination of out-
liers to identify the existence of outliers more pre-
cisely. On the other hand, when the amount of data 
is small, it is obviously unreasonable to delete the 
anomalous curves directly or replace them with the 
mean curve, so it is proposed that the values of the 
anomalous curves will be subsequently processed 
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288 observation intervals, which were only consider 
the traffic density data in the two directions which 
are from south to north and north to south.

2.1	 Preliminary exploratory data analysis
We divide the traffic density data for these 23 

days into two groups, the working-day group with 
17 days and the weekend group including the re-
maining 6 days. Figure 1a shows the total traffic den-
sity curve from 1 March to 23 March in 2021, and 
Figures 1b, 1c and 1e show the traffic density curves 
and mean curves for the working-days and week-
ends groups, respectively. There is also a small in-
crease at 20:30 on both weekday and weekend days, 
which is related to people's daily routine. Howev-
er, we can see that two of the daily traffic density 
curves in Figure 1d have significant anomalies, which 
motivates us to detect the anomalous curves and fill 
outliers and to consider clustering issues.

2.2	 Missing data and outliers in the traffic 
stream

Data quality is an important issue in traffic data 
analysis. Although these data are usually recorded 
automatically by the check point, there is poten-
tial for data corruption to occur due to short term 
software or hardware failures, maintenance opera-
tions etc. From the anomalous observation curve in 
Figure 1d, it can be seen that there are some anoma-
lous values of traffic density with a time interval of 
5 minutes. Intermittent data recording or the pres-
ence of outliers creates various obstacles back to 
subsequent modelling and identification of potential 
random mechanisms, so it is important to identify 
outliers and imputation before statistical analysis. 
As for the outliers in the observation curves, one 
curve in Figure 1d contains outliers concentrated at 
the end of the morning peak and during the evening 
peak, and the other curve contains outliers mainly 
at the morning peak and during the time when the 
morning peak is approaching.

3.	 METHODOLOGY
In order to analyse the stochastic characteristics 

of the traffic density curve, the functional data ap-
proach is used in this study. The daily traffic den-
sity curves are considered as implementations of 
random functions sampled from random process-
es, where each potential process represents a sub-
group with different characteristics. Functional data  

closely related or near-neighbourhood information, 
while sample imputation uses local information in-
tra-day traffic data for imputation. Although there 
have been many variational analysis methods to deal 
with missing values, to the best of our knowledge, 
the use of functional data analysis methods has not 
yet discussed how to apply to spatial attributes for 
longitudinal functional data for outlier identification 
and imputation of missing values.

In this study, anomalous curves are detected by 
highest density region (HDR) method, traffic densi-
ty curves without anomalous values are clustered to 
confirm the potential structure corresponding to the 
anomalous curves, and the outliers on anomalous 
curves are detected by potential structure for the 
anomalous curves. The upstream and downstream 
density data and FPCA methods are then applied to 
imputation outliers, where each observed daily traf-
fic flow curve is treated as a realisation of a random 
function subject to measurement error, until the 
anomalous curves have no outliers present.

This study proposes an outlier detection and im-
putation method for traffic density data that com-
bines FDA to explore potential patterns through 
clustering and to fill in missing data in conjunction 
with spatial correlation of traffic data. K-means 
based clustering method effectively identifies class-
es with different contours and patterns of random 
variation in traffic flow trajectories, which helps to 
estimate missing values under different traffic flow 
patterns. The spatio-functional principal component 
analysis (s-FPCA) method uses spatial attributes of 
longitudinal functional data for outlier identification 
and imputation of missing values based on FPCA.

The article is organised as follows. Section 2 dis-
cusses the data sources and preliminary exploratory 
data analysis. In Section 3, FPCA and anomalous 
curve detection are described, as well as the uni-
fied algorithm for outliers detection and imputation. 
In Section 4, the algorithm is applied based on the 
dataset. In Section 5, the accuracy of the new algo-
rithm is verified by simulation analysis. Section 6 
summarises this paper and presents the future work.

2.	 DATA DESCRIPTION
We analysed the traffic density data collected by 

the check point located at the intersection of Chan-
gling South Road and Yangguan Avenue in Guiyang 
City, Guizhou Province. The traffic density data 
were collected for each 5-min interval from 1 March 
to 23 March in 2021, and each day's data contained 
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Γ(s,t)=cov{Y(s),Y(t)}=E{(Y(t)-μ(t))(Y(s)-μ(s))} is 
a covariance function. The covariance function 
can be represented by the eigen decomposition as 
Γ(s,t)=Σrλrφr(s)φr(t), where the non-negative ei-
genvalues are λ1≥λ2≥...≥0 and satisfyΣrλr<∞, the 
standard orthonormal eigenfunctions {φr} corre-
sponding to the eigenvalues {λr}. The random traf-
fic density trajectory Y can be expressed by the K-L 
expansion as:  

Y t t tr r
t 1

n p {= +
3

=
^ ^ ^h h h/ 	 (1)

where the random effects ,Xr rp n {= -  are un-
correlated function principal component scores 
(FPC scores) with zero mean and variances λr. Fur-
thermore, for the ith traffic density trajectory Zi(t) 
with measurement error, the observation at time 
point Tij can be expressed as:

( ) ( ) ( )Z Y T t Tij i ij ij ir r ij ij
r 1

f n p z f= + = + +
3

=
/ 	 (2)

where random error εij with zero mean and variances 
Var{εij}=σ2, and uncorrelated with , .Yr rp n {= -

analysis is first performed to detect anomalous 
curves as well as to identify the corresponding outli-
ers, and then to fill in the outliers by using a cluster-
ing algorithm as well as s-FPCA, which constitutes 
a unified algorithm for anomaly detection and fill-
ing. Anomalous curve detection and identification 
of outliers is first performed, followed by imputa-
tion of outliers by using a clustering algorithm as 
well as s-FPCA, which constitutes a unified algo-
rithm for outliers detection and imputation.

3.1	 Functional principal component analysis
Consider a random function Y in L2(H) for the 

daily traffic density trajectory, where L2(H) denotes 
a Hilbert space of squared integrable functions on 
the closed time interval H=[0,T]. The inner prod-
uct of two functions d and l in L2(H) is defined as 

,d l d t l t dt
H

= ^ ^h h#  with the norm , ./1 2$ $ $=  

Suppose Y has a mean function μ(t)=E{Y(t)}, and 
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Figure 1 – Traffic density curves at the intersection of Guiyang city
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of a small amount of data, it is necessary to restore 
the original data as much as possible to reduce the 
impact on the subsequent analysis. In this study a 
unified algorithm for outliers detection and impu-
tation is proposed, and the algorithm steps are as 
follows.

Step 1: Anomalous curves detection and different  
structures division

After judging the anomalies according to the 
empirical plots for the fundamental diagram of 
traffic flow and excluding the traffic fault situation, 
the original data are tested for anomalous curves. 
In classification based on clustering features for 
k-means clustering of non-anomalous curves, den-
sity structure of different classes c can be expressed 
as: 

Z t t tc
r r

t

M

1

c c cn p {= +
=

u ^ ^ ^^ ^ ^ ^h h hh h h h/ 	 (4)

Step 2: Outliers detection
To identify outliers according to the structures 

classified in step 1, first we need to confirm the 
non-anomalous area when we perform the outli-
ers determination. The threshold detection method 
commonly used in traffic flow data anomaly detec-
tion, and the threshold value of traffic density at the 
first time point of the day is confirmed by the his-
torical maximum and minimum values as shown in 
Equation 5 below.

;max minZ Z Z Zi
max

i i
min

i1 1 1 1 1 1v v= + = +^ ^h h 	 (5)

where σ1 is the standard deviation value at the 
first point in the non-anomalous curves. The en-
closed interval by (Zi1

max,Zi2
max,Zij

max,...,Zin
max) and  

(Zi1
min,Zi2

min,Zij
min,...,Zin

min) is the obtained non-anoma-
ly region according to the historical maximum and 
minimum threshold. Then, the points outside this 
region are considered as anomalies.

Step 3: Outliers imputation with s-FPCA
Traffic flow data has its own characteristics. 

Firstly, temporal correlation shows that traffic 
flow parameters of road sections fluctuate with 
time following a certain trend, and dynamic traf-
fic flow changes continuously with time and there 
is a certain trend of fluctuations. Secondly, histor-
ical correlation shows that traffic flow parameters 
present similar characteristics at the same time of 
different days, and the traffic flow cycle change 
pattern is more obvious. In this study we consid-
er clustering algorithms that divide traffic density 
curves into weekdays and weekends, reflecting the 

To estimate the nonparametric smooth mean func-
tion μ(t) and covariance function Γ(s,t) in Equation 1, 
we apply the one-dimensional linear smoothing to 
the observed data {(Tij,Zij),j=1,...,m

i
,i=1,...,n} to es-

timate μ(t). Then the covariance function Γ is es-
timated by applying two-dimensional scatterplot 
smoother to the raw covariances Γ(s,t). The esti-
mate of the characteristic function {φr} is obtained 
by Γ̂(s,t)=Σrλ̂rφ̂r(s)φ̂r(t), and when the discrete ob-
servations of the function data are densely sampled, 
the random effect ξir can be estimated by numerical 
integration .Z t t dtir ij rp n {= -^ ^ ^hh h#

3.2	 Abnormal curve detection of functional 
data

HDR was first proposed by Hyndman and is an-
alysed and plotted from the first two FPC scores of 
functional data. The 2D HDR boxplot is constructed 
from the 2D kernel density estimate f̂ (z), and the 
HDR is defined as follows.

:R z f z f$=a at^ h" , 	 (3)

where ,f z dz 1
R

a= -
a

t^ h#  and fα is the region with 

probability 1-α. Points in this region have a higher 
density than points outside this region, hence the 
term 'highest density region'. The 2D HDR boxplot 
has a mode, as well as 50% of the inner region and 
99% of the outer region, with the mode being the 
highest density points and the points outside the 
outer region being considered outliers.

The binary principal component HDR boxplot is 
mapped to a function space to obtain a functional 
bagplot, where the mode corresponds to the refer-
ence curve that has the highest density, and the inner 
and outer regions are the regions that contain the 
curves corresponding to the points in them, respec-
tively. Taking the first two FPC scores as the hori-
zontal axis and the vertical axis respectively, the bi-
nary principal component HDR boxplot is obtained. 
The values deviating from most points correspond 
to the abnormal curves detected by the functional 
bagplot.

3.3	 Unified algorithm for outliers detection 
and imputation

In previous papers on detecting traffic flow 
anomalies, the original curve was deleted after the 
presence of the anomalous curve was detected when 
the amount of data was large. However, in the case 
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4.	 EXPERIMENT AND DISCUSSION
Outliers in the velocity, flow and density data 

were not found through the empirical plots for 
the fundamental diagram of traffic flow shown in 
Figure 2, where the different points indicate param-
eter values at different time intervals on different 
dates. The Q-K diagram shows the free-flowing part 
of the traffic flow and does not present any outliers 
with a large degree of dispersion. In addition, the 
V-K and V-Q diagrams show discrete speed values 
at low density and flow values. In practice, in the 
early morning hours when traffic flow is low, outlier 
speed values often occur. In contrast, when traffic 
flow and traffic density are greater, vehicle speed 
is more stable. In addition, since our observed data 
objects are located on urban arterial roads, the traf-
fic condition is good as seen by the Q-K plot, and 
subsequent outliers processing is required.

4.1	 Anomalous detection and non-
anomalous curve clustering

In Figure 3, the grey area in the right panel rep-
resents 99% of the non-abnormal data area, and 
traffic density curves for 11 March and 23 March 
were detected as anomalies. The traffic density on 
11 March was a significant data anomaly, with out-
liers present during both mini-peaks, at 9:10 a.m. 
and 2:30 p.m., respectively. Outliers were also 
present during the early morning to morning rush 
hours on 23 March, with a spike in traffic density 
occurring around 9:00 am. The functional bagplot 
on the left panel is a mapping of the binary principal 
component boxplot on the functional space, and the 
grey area on the right panel corresponds to the grey 
function area space in the left panel of Figure 3. The 
points with asterisks in the right figure correspond 
to the functional mean curve, and the two outliers 
in the right panel correspond to the traffic density 
curve on 11 March and 23 March in the functional 
curve in the left panel of Figure 3.

The k-means curve clustering was performed on 
the remaining 21 days of data, and the results were 
category 1 for weekdays, totalling 15 days, and cat-
egory 2 for weekend days, totalling 6 days. The 2 
anomalous curves are all working days, then the 
potential structure of weekdays is applied in the im-
putation method considering clustering. Next, this 
study performs the identification of non-anomalous 
regions by confirming thresholds, followed by the 
identification of outliers in anomalous curves.

existence of different potential structures on differ-
ent days. Temporal and historical correlations can 
be expressed through different potential structures 
as Equation 4. Missing values can be predicted and 
imputed by different structures for traffic flow pa-
rameters. 

In addition, big data on traffic flow is charac-
terised by spatial correlation, as the traffic flow 
parameters of a road segment are influenced by 
the upstream and downstream segments, which 
can be expressed in terms of correlation as 

,Z a Z a Z bij ij ij1
1

2
2= + +u  where the Ziju  is the traffic 

density at the jth 5-minute interval on day i that the 
target intersection needs to be imputed. Z1 and Z2 
are the traffic density values upstream and down-
stream of the target intersection, respectively, and 
a1, a2 and b are the linear coefficients fitted to the 
spatial correlations, respectively. Due to the spatial 
correlation of the traffic flow big data, there is a 
high accuracy rate for traffic flow parameter pre-
diction. However, due to the strong volatility of the 
traffic flow, for some points the fluctuations will 
have a greater impact on the imputation results. In 
addition, in the case of the existence of anomalous 
missing upstream and downstream data, we can 
consider the following method for the imputation 
of the correlation. Based on the consideration of 
the potential process, the correlation formula is ex-
pressed as: 

Z t a t t

a t t b
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where t tc c

t

M

1
1

c
r r1 1n p {+

=
^ ^^ ^^ h hh hh) 3/  is the up-

stream FPCA with structure c, downstream 
FPCA with structure c can be expressed as 

.t tc
r r

t

M

2 2 2
1

c cn p {+
=

^ ^^ ^ ^h hh h h) 3/  a1, a2 and b are the 

linear coefficients fitted by correlations, respective-
ly. The s-FPCA imputation method is based on im-
putation with correlations and iterating through the 
FPCA until there are no outliers in the anomalous 
curve.

Step 4: Iteration until convergence
Repeat steps 1 through 3 until the results 

converge to the initial anomalous curve being 
non-anomalous.
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5.	 SIMULATION WITH S-FPCA
This section verifies the effectiveness of the al-

gorithm by applying the actual traffic data at the in-
tersection and its upstream and downstream.

5.1	 Dataset of the simulation
For our observation of missing values of traf-

fic data, not all data intervals have missing values. 
Here we still use the traffic density data at the in-
tersection of South Changling Road and Yangguan 
Avenue and the traffic density of two directions up-
stream and downstream of this intersection for the 
simulation analysis. The simulation analysis was 
performed by randomly screening the 5 March 2021 
data for 5%, 10% and 20% missing data points, and 
the simulated missing pattern was PM/IM missing, 
which is closer to the real situation. The missing 
pattern is shown in Figure 5, where the hollow points 
are randomly set missing points. We use RMSE, 
MAPE and MAE as criteria for judging the different 
imputation methods. 
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4.2	 Confirmation of outliers and 
imputation in the anomalous curve

In previous studies on anomaly curve detection, 
only the confirmation of anomaly curves was done 
without subsequent anomaly detection and imputa-
tion. For this research observation data object, when 
the amount of data is small, it is obviously unreason-
able to delete the anomaly curve directly or replace 
it with the mean curve, so the detection of anoma-
lous points in the anomalous curve and the subse-
quent imputation are very important. As shown in 
the left panel of Figure 4, the final confirmed outliers 
can be seen to be relatively complete, and the sub-
sequent imputation work is required.

4.3	 Outliers imputation with s-FPCA
Chiou et al. [5] classify missing patterns of traffic 

flow data into point missing (PM), interval missing 
(IM) and mixed missing (PM/IM). Missing points 
in the PM set are completely isolated and randomly 
dispersed, while the IM set contains randomly dis-
tributed unobserved intervals. Mixed PM/IM is a 
combination of PM and IM, where we obtain obser-
vations for the IM interval missing pattern only. The 
right panel of Figure 4 shows the imputation results, 
which can be seen to capture the trend of the traffic 
density. Then s-FPCA should be evaluated by sim-
ulation analysis.
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Figure 5 – Visualisation of the lack of traffic density on 5 March 2021
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FM. Since linear correlation tends to focus more on 
larger traffic density values, MAPE has larger inter-
polation results with spatial correlation only. How-
ever, RMSE is consistent with MAE performance, 
so the imputation effect of spatial correlation is not 
the most ideal. We can see from MAPE that the 
results of prediction by upstream and downstream 
spatial correlation only have great uncertainty when 
the value of traffic flow parameter is small, which is 
also why the process of fitting linear relationships 
is more concerned with the fit of large parameter 
values, so the result of combining spatial correlation 
with FPCA is the closest to the original value.

Finally, it can be observed from Figure 6 that the 
imputation of missing values by s-FPCA has the 
smallest RMSE and MAE regardless of 5%, 10% 

where yi(tij) are the actual observation data, ŷi(tij) are 
the expected observations from our calculations, i is 
the simulation on a fixed day, in this case on March 
5, and m is the total number of missing points. 

From Table 1 we can see the results of the fi-
nal simulation analysis for missing value imputa-
tion. Firstly, for the missing ratios of 5%, 10% and 
20%, the results of imputation without clustering 
differed greatly from the original observations, as 
shown by the fact that the RMSE and MAE were 
larger without clustering than after clustering with 
the same FM imputation method to fill the missing 
values, and MAPE did not have a great advantage. 
Due to the influence of spatial correlation of traffic 
data, the results of filling by upstream and down-
stream density data are much superior compared to 

Table 1 – Missing imputation simulation results

Missing Ratio Classification Method RMSE MAPE MAE

5% None FM 23.33850 0.30316 17.06415
5% 2-clusters FM 18.81112 0.27195 14.07751
5% 2-clusters FPCA 10.91388 0.25904 8.41512
5% 2-clusters Spatial 19.97627 0.83074 16.70494
5% 2-clusters s-FPCA 10.01067 0.30474 7.70696
10% None FM 23.71158 0.26451 18.07770
10% 2-clusters FM 20.01900 0.24986 15.76949
10% 2-clusters FPCA 12.27638 0.18529 9.14653
10% 2-clusters Spatial 14.76045 0.62741 11.81379
10% 2-clusters s-FPCA 11.18310 0.18613 8.00389
20% None FM 25.68154 0.19214 19.63514
20% 2-clusters FM 21.45012 0.19052 17.23770
20% 2-clusters FPCA 12.11154 0.12064 9.08126
20% 2-clusters Spatial 19.25250 0.40251 15.41977
20% 2-clusters s-FPCA 11.20615 0.11630 8.27620

a) 5% missing ratio
Imputation method

None-FM FM FPCA Spatio s-FPCA

b) 10% missing ratio
Imputation method

None-FM FM FPCA Spatio s-FPCA

c) 20% missing ratio
Imputation method

None-FM FM FPCA Spatio s-FPCA
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Figure 6 – Simulation analysis and visualisation of missing data imputation
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approach considers the underlying patterns of daily 
traffic flow trajectories at individual vehicle inspec-
tion stations and provides an imputation method us-
ing FDA that is conceptually simple and relatively 
easy to compute. In the future, it will be a worthwhile 
research pursuit to combine the method with neural 
networks to further improve prediction performance.
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基于函数型数据分析的城市主干道交通密度异
常值检测与插补方法

摘要：

在交通监测数据分析中，交通密度的大小对确
定交通拥挤程度起着重要作用。本研究提出了一种
s-FPCA的数据插补方法，将异常曲线检测、异常
值确认和目标交叉口交通密度插补相结合。首先，
根据从函数型数据分析中获得的二元主成分得分进
行异常曲线检测，然后通过阈值法判定异常值的存
在。其次，提出了一种基于上下游的改进的缺失数
据插补方法。最后，对实际交通流密度数据进行模
拟研究，在日交通密度数据缺失率分别为5%、10%
和20%的情况下，与FPCA相比，s-FPCA的插补精度
分别提高了8.28%、8.91%和7.48%，证明了该方法
的优越性。另外该方法还可用于交通流量异常值的

检测、插补和其他周期性波动的纵向数据分析。

关键词：

函数型数据；函数型主成分分析；交通密度； 
异常值；s-FPCA
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