
Design of High-Speed Dual Port 8T SRAM Cell 
with Simultaneous and Parallel 
READ-WRITE Feature

823

Original Scientific Paper 

Shourin Rahman Aura
Lecturer, Department of Electrical and Electronic Engineering
Ahsanullah University of Science and Technology, Dhaka, Bangladesh
aura.eee@aust.edu

S. M. Ishraqul Huq
Assistant Professor, Department of Electrical and Electronic Engineering
Ahsanullah University of Science and Technology, Dhaka, Bangladesh
Ishraqulhuq.eee@aust.edu 

Satyendra N. Biswas
Professor, Department of Electrical and Electronic Engineering
Ahsanullah University of Science and Technology, Dhaka, Bangladesh
sbiswas.eee@aust.edu

Abstract – An innovative 8 transistor (8T) static random access memory (SRAM) architecture with a simple and reliable read operation 
is presented in this study. LTspice software is used to implement the suggested topology in the 16nm predictive technology model 
(PTM). Investigations into and comparisons with conventional 6T, 8T, 9T, and 10T SRAM cells have been made regarding read and write 
operations' delay and power consumption as well as power delay product (PDP). The simulation outcomes show that the suggested 
design offers the fastest read operation and PDP optimization overall. Compared to the current 6T and 9T topologies, the noise margin is 
also enhanced. Finally, the comparison of the figure of merit (FoM) indicates the best efficiency of the proposed design.
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1. INTRODUCTION

Low power and high-speed integrated circuits (ICs) 
are continually in demand for portable applications 
such as mobile phones and laptops since high power 
dissipation reduces the battery life of electronic de-
vices [1, 2]. For its superior performance in terms of 
the aforementioned metrics, static random-access 
memory (SRAM) is typically favored over dynamic RAM 
(DRAM), which requires frequent refreshing, to be em-
ployed in cache memories [3, 4]. The growth of the IC 
industry has led to the aggressive scaling of transistors 
to increase package density for low chip-area require-
ments [5]. Consequently, the size of SRAM circuits has 
decreased significantly [6]. As a result, power dissipa-
tion has become a growing concern while designing 
SRAMs in nanometer technology [7]. The two major 
operations, read and write, drive the performance of an 
SRAM cell and, therefore, the factors taken into consid-
eration for design are the dynamic power consumption 
and latency during these two operations [8]. Dynamic 

power is the power consumption when the SRAM cell 
reads or writes any data, and is the major contributor to 
power consumption in a circuit [9]. 

A traditional SRAM cell consists of cross-coupled com-
plementary metal-oxide semiconductor (CMOS) invert-
ers, each storing complementary outputs [10]. The stor-
age nodes are accessed using pass-transistors for write, 
and sometimes read, operations. Existing 6T [11], 8T [12], 
9T [13], and 10T [14] SRAM cells require pre-charging of 
the bit-lines (BL), or read bit-line (RBL) in some cases, 
during read operation and based on the stored values, 
one of the bit-lines is discharged. This pre-charging pro-
cess requires additional circuitry and increases the read 
delay of the SRAM cell. Moreover, the existing circuits do 
not allow simultaneous read and write operations. Re-
searchers have also proposed a load-less 4T [15] SRAM 
circuit to reduce transistor count and power penalty. 
However, the cell is highly unstable as the voltage level 
of one of the storage nodes degrades over time. There 
is no pull-up transistor to charge and hold the storage 
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nodes to the logic high supply rail. Budhaditya et. al. [16] 
presented a 5T SRAM cell which eliminates one access 
transistor to reduce power consumption and chip area. 
It facilitates the read operation as only one bit-line is pre-
charged, thus, reducing read power dissipation. Never-
theless, the 5T circuit lacks a separate read circuit. 

This study presents a modified 8T SRAM cell using the 
5T write circuit and a CMOS inverter for a separate and 
isolated read operation. The objective of the proposed 
circuit is improved read operation with a simultaneous 
read-write feature.

2. LITERATURE REVIEW

The conventional 6T SRAM cell consists of two CMOS 
inverters cross-linked with two pass transistors con-
nected to complimentary bit-lines, as shown in Fig. 1. 
The gates of access transistors M3 and M4 are connect-
ed to the write-line (WL), which enables write and read 
operations to allow data to be written to or read from 
the storage nodes Q and Qb [11]. During the read op-
eration, the two bit-lines are pre-charged and when WL 
is enabled, one of the bit-lines will discharge through 
the access transistor and pull-down transistor depend-
ing on the stored logic levels. Although two bit-lines are 
not required, they are frequently used to increase noise 
margins by providing both the signal and its inverse [17].

Fig. 1. Conventional 6T SRAM cell

The 6T SRAM circuit is the most area-efficient with a 
symmetrical layout compared to other SRAM designs 
[18]. However, the circuit requires pre-charging of the 
bit-lines and does not have separate write and read 
ports, thus, being unable to write and read simultane-
ously. For reliable operations, a certain cell-ratio (CR) 
and pull-up ratio (PR) needs to be maintained [19]. Pro-
cess variation and supply scaling make the 6T architec-
ture inefficient in the subthreshold region [20]. 

The 8T SRAM cell addresses several constraints of the 
6T circuit including a separate read port, as shown in 
Fig. 2 [12]. The write operation is identical to that of the 
6T circuit where the write word-line (WWL) is charged 
to turn on the access transistors and data is applied 
in the bit-lines. Data is stored in the nodes Q and Qb. 
During read operation, WWL is set to zero voltage and 
read bit-line (RBL) is pre-charged. When read word-line 
(RWL) is charged, RBL will discharge through M7 and 
M8 if ‘0’ is stored in Q (‘1’ in Qb). When logic ‘1’ is stored 

in Q (‘0’ in Qb), the RBL will not discharge and remain at 
high logic. Although the write signal can be applied in 
this circuit during read function, the RBL will need to be 
recharged before the next read operation.

Fig. 2. 8T SRAM cell

The architecture of 9T SRAM cell consists of the 6T 
write cell with 3 additional transistors for the read cir-
cuit, as shown in Fig. 3 [13]. Write operation is identical 
to that of the 6T circuit. For the read operation, the bit-
lines need to be pre-charged just like in the 6T SRAM 
cell. However, this time the discharging of the bit-lines 
occur through M7 or M8 (depending on the stored 
data of Q and Qb), and M9. The read-line (RL) signal en-
ables the read circuit and if ‘1’ is stored in Q, the BL is 
discharged through M7 and M9, while BLB remains at 
a high state. Since the storage nodes are isolated from 
the read path, the 9T SRAM cell provides an improved 
read static noise margin (RSNM) from the 6T SRAM cell.

Fig. 3. 9T SRAM cell

Figure 4 shows a 10T SRAM cell presented in [14]. Dur-
ing the read operation, WL is charged while WWL remains 
at logic low, disabling transistors M3 and M4. Therefore, 
the storage nodes are isolated from the read path which 
improves the RSNM. The node VG (virtual ground) is set 
to 0 V. The bit-lines are pre-charged and if ‘1’ is stored in Q, 
then BL discharges through M8 and M9 while BLB remains 
at a high state. On the other hand, if ‘0’ is stored in Q i.e. ‘1’ 
stored in Qb, then BLB discharges through M6 and M10 
while BL remains at the pre-charged value. The read op-
eration is thus enabled by charging WL. During the write 
operation, both WL and WWL are charged, and VG is also 
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set to logic high voltage to disable the discharging path. 
The data from the bit-lines are, thus, stored at the storage 
nodes. However, since the write operation now includes 
two access transistors, the write delay is higher compared 
to other SRAM circuits.

Fig. 4. 10T SRAM cell

3. PROPOSED DESIGN

The proposed 8T SRAM cell is shown in Fig. 5, which 
consists of a 5T write cell (M1-M5) and a 3T read cell (M6-
M8). The write cell includes two cross-coupled CMOS in-
verters and an access transistor M3 which is enabled by 
the write-line (WL). Data is applied only through one bit-
line and stored in the nodes Q and Qbar. The read cell con-
sists of a single CMOS inverter and an access transistor M6 
which is enabled by the read-line (RL). The CMOS inverter 
is connected between read-bit-line (RBL) and ground 
where RBL is charged during the read operation. Data is 
read from the node R/O. The access transistors M3 and M6 
operate during write and read operations, respectively. A 
detailed operation of the SRAM cell is given below.

Fig. 5. Proposed 8T SRAM cell

Write ‘0’: Write-line (WL) is charged and logic ‘0’ is ap-
plied at BL. The data from BL is transferred through M3 
to the storage node Q. The node Q is also connected to 
the gate of M4 which is turned on to pull-up Qbar to 
the supply voltage Vdd. As a result, logic ‘1’ is stored in 
Qbar. This turns on the transistor M1 to connect node Q 
to the ground and, therefore, write ‘0’.

Write ‘1’: Write-line (WL) is charged and logic ‘1’ is ap-
plied at BL. The data from BL is transferred through M3 
to the storage node Q. This high logic turns on M5 to 

connect Qbar to the ground and store ‘0’. Logic ‘0’ in 
node Qbar turns on M2 to connect Q to the supply volt-
age Vdd. After WL is disabled, the two storage nodes 
are latched and ‘1’ is stored in node Q. 

Read ‘0’: During read operation, RBL is set to logic 
high voltage. When Q stores logic ‘0’, ‘1’ is stored in 
Qbar. After RL is charged, data ‘1’ from Qbar is accessed 
which enables transistor M8 and the R/O is connected 
to the ground and ‘0’ is read.

Read ‘1’: When ‘1’ is stored in Q, ‘0’ is stored in Qbar. 
After RL is charged, logic ‘0’ from Qbar is transferred 
through M6 to turn on M7 and connect R/O to RBL. 
Since RBL is set to logic high, ‘1’ is read at the output. 

Unlike the reported SRAM cells in literature, the pro-
posed design circumvents the need of any pre-charg-
ing step during the read operation. The read circuit is 
completely isolated from the write circuit, thus, allow-
ing simultaneous and parallel read and write opera-
tions. After RBL is charged, the read circuit is enabled 
and data can be read by charging RL. If RL is set to ‘0’ 
and RBL remains at ‘1’, previous data is read from the 
cell. During this scenario, new data can be written in 
parallel to the read function in the cell by charging WL 
while R/O keeps showing the previously stored data. 
Additionally, real-time data can be read simultaneously 
as it is being written if both RL and RBL remain at ‘1’ dur-
ing the write operation. However, when RBL is disabled, 
the output from R/O is invalid regardless of the state 
of RL. Furthermore, the isolation of the read path from 
storage nodes improves the read operation stability.

4. RESULTS

LTspice platform is used to simulate proposed and 
current SRAM cells in predictive technology model 
(PTM) 16 nm technology. Read and write latency, read 
and write power consumptions, PDP, and noise margin 
are evaluated to assess the performance of the topolo-
gies. The supply voltage was 0.9 V.

Figure 6 presents the transient operation of the pro-
posed SRAM cell during write hold operations. With 
precise voltage levels, both ‘0’ and ‘1’ data were written 
successfully. Additionally, data is successfully overwrit-
ten without any distortions.

Fig. 6. Write operation of proposed 8T SRAM cell
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It is considerably more difficult to read data in the ex-
isting SRAM architectures than to write it. The read data 
disappears once the read cycle is through. The circuit 
needs to be reset to read the data again. However, suc-
cessive read operations can be easily performed by sim-
ply charging RL repeatedly. The voltage at R/O stays con-
stant throughout subsequent read operations, which is 
evident from Fig. 7. Repetitive read operations do not 
add any initialization or propagation delay. RBL can be 
maintained at a logic low when a read operation is not 
required, which lowers the circuit's power requirement.

(a)

(b)

Fig. 7. (a) Successive read ‘0’, and (b) successive read 
‘1’ operations of proposed 8T SRAM

Simultaneous read and write operations in the pro-
posed SRAM cell are shown in Fig. 8. Once RL and RBL 
are charged to logic high, the read circuit is enabled 
and data is read at R/O. When WL is enabled to write 
data, R/O changes with the storage node Q, and data is 
read simultaneously as it is written. The write action is 
unaffected by the read operation.

Fig. 9 shows the comparison of write ‘0’ and write ‘1’ 
delay for all the studied SRAM cells at a supply voltage 
of 0.9 V. The proposed 8T SRAM cell has lower write ‘0’ 
latency than all the other SRAM cells and lowers write 
‘1’ delay compared to 8T and 10T SRAM cells. Fig. 10 
shows the comparison of the read ‘0’ and read ‘1’ delay 
for all the studied SRAM cells. The read operation for 
the existing circuits with pre-charging is performed by 

adding a 1 fF capacitor. Based on the results, the pro-
posed design significantly improves the read delay.

Fig. 8. Simultaneous Read-write operations of 
proposed 8T SRAM

Fig. 9. Calculated write delay comparison

Fig. 10. Calculated read delay comparison

Table 1. Comparison of write and read power of 
different SRAM cells

Cell
Power (uW)

Write 0 Write 1 Read 0 Read 1 

6T 12.56 12.56 0.93 0.92

8T 11.75 11.05 0.22 0.34

9T 13.06 12.70 1.40 1.40

10T 13.53 13.53 0.22 0.22

Proposed 8T 18.09 5.19 0.99 0.52
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The write and read power consumptions of the inves-
tigated cells are compared in Table 1. Results show that 
the proposed 8T SRAM cell has a lower power penalty 
for write ‘1’ operation compared to previously reported 
topologies, but a higher write ‘0’ and comparable read 
power penalties. The increased power consumption 
during write ‘0’ is due to the absence of the comple-
mentary bit-line and voltage drop across the single ac-
cess transistor when passing logic ‘0’.

Fig. 11 presents the comparison of PDP of different 
SRAM topologies. Our proposed 8T SRAM cell has the 
lowest write ‘1’ PDP compared to other architectures. 
For read ‘1’ operation the proposed cell has the lowest 
PDP, while read ‘0’ PDP is significantly lower compared 
to that of 6T and 9T cells.

(a)

(b)

Fig. 11. PDP of (a) write, and (b) read operations of 
different SRAM topologies.

The noise margin of the proposed cell is compared 
with existing 6T, 8T and 9T topologies in Fig. 12. Re-
sults show that the proposed read circuit provides an 
improved read noise margin compared to 6T and 9T 
cells. Moreover, the proposed cell has the largest write 
‘0’ noise margin.

Since different SRAM topologies may perform supe-
rior to others in terms of different parameters, it is nec-
essary to compare them in terms of a single numerical 
quantity that considers all other characteristics to eval-
uate the efficiency. This parameter is called the figure 
of merit (FoM) and is defined by Equation (1), where a 
larger value indicates better performance. Table 2 com-
pares the FoM of different topologies and the results 

show that the proposed SRAM cell is the most efficient 
with the highest value.

Fig. 12. Comparison of Noise Margin of Proposed 
cell with the other SRAM topologies.

Table 2. FoM comparison of different SRAM cellsa

Cell FoM

6T 15.50

8T 8.24

9T 8.23

Proposed 8T 25.60

The proposed cell is also simulated using the 10nm 
Berkeley Short-channel IGFET Model-Common Multi-
Gate (BSIM-CMG) FinFET model to investigate the ro-
bustness of the circuit at a different technology node. 
The performance is compared with the conventional 
6T SRAM cell. Tables 3, 4, and 5 present the compari-
sons for delay, power, and PDP, respectively. The pro-
posed cell has a lower read and write delay. Although 
power consumption is higher, the PDP is significantly 
lower for write and read ‘0’ and read ‘1’.

Table 3. Comparison of write and read delay  of 
different SRAM cells at 10nm node

Cell
Delay (ps)

Write 0 Write 1 Read 0 Read 1 

6T 2.99 3.99 22.8 22.8

Proposed 8T 0.58 1.26 3.64 1.84

Table 4. Comparison of write and read power of 
different SRAM cells at 10nm node

Cell
Power (uW)

Write 0 Write 1 Read 0 Read 1 

6T 9.48 9.48 0.10 0.10

Proposed 8T 13.8 0.60 1.6 0.94
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Table 5. Comparison of write and read PDP of 
different SRAM cells at 10nm node

Cell
PDP (aJ)

Write 0 Write 1 Read 0 Read 1 

6T 28.35 37.83 2.30 2.30

Proposed 8T 8.00 0.75 5.82 1.72

5. CONCLUSIONS

This study compares a modified SRAM cell with 8 
transistors to previously reported standard cells, such 
as 6T, 8T, 9T, and 10T. Making reading operations more 
effective and simple is the aim of this study. The recom-
mended SRAM cell separates the read and write opera-
tions and does away with the necessity for bit line pre-
charging. As a result, it is simple and reliable to carry out 
simultaneous read and write operations. The read 0 de-
lay is reduced by 80.70%, 80.91%, 83.70%, and 82.07% 
when compared to 6T, 8T, 9T, and 10T cells, respectively. 
Meanwhile, read 1 latency is reduced by 88.16 percent, 
89.68 percent, 90 percent, and 89 percent, respectively, 
in comparison to 6T, 8T, 9T, and 10T cells, in addition to 
enhanced noise margin and low PDP. However, the dif-
ference in delay for read ‘0’ and read ‘1’ indicates unsym-
metrical operation which may be improved along with 
power consumption in future work.
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