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ABSTRACT

This article studies the effect of dynamic demand response (DR) control on stability delay mar-
gins of load frequency control (LFC) systems including communication time delays. DR control
is a significant tool to control the responsive loads and increase the reliability of LFC system. The
DR control effort on the frequency regulation is provided to each control area of LFC system,
called as LFC-DR system. Although the DR control provides some benefits to power grid, com-
munication networks equipped in LFC systems cause communication time delays that degrade
dynamic stability of the LFC systems resulting in exponential terms in the characteristic equation
of LFC-DR system. This study utilizes an exact method to eliminate the exponential terms without
any approximation and transform it into a regular polynomial. The method is utilized to iden-
tify stability delay margins for various proportional-integral gains and participation ratios of the
secondary and DR control loops for the LFC-DR system. The delay margin values obtained are
confirmed by time-domain simulations and a root finder algorithm based on quasi-polynomial
mapping. Results indicate that the DR control significantly increases stability delay margins
and improves the frequency response of the system as compared with conventional frequency
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1. Introduction

This article investigates the effect of demand response
(DR) control on stability margins of load frequency
control (LFC) systems including communication time
delays. The objective of LFC systems is to regulate the
frequency around the nominal value and to maintain
scheduled power exchanges of the tie-line connecting
control areas when any mismatches between the gen-
eration and load demand occurs. In conventional LFC
systems, the frequency regulation is generally achieved
by adjusting power outputs of conventional thermal
or hydro power plants [1]. It is expected that renew-
able energy (RE) sources including wind power and
photovoltaic (PV) systems will have a significant share
of power generation in the smart power grid prospect
[2,3]. Because of this penetration, the frequency regu-
lation is becoming a challenging task as conventional
LFC systems get more complex in terms of frequency
regulation. In addition, highly variable generation of RE
sources is inadequate to regulate the system frequency.
To expand the integration of RE sources consider-

ing the technical and economic feasibilities into power
systems, a mapping approach based on the matching
between the demand and the supply is reported [4].
This study determines the optimal RE sources capac-
ities with/without energy storage system (ESS) and
the location of RE sources using the multi-objective
optimization technique on the matching between the
demand and the supply. Furthermore, adaptive model
predictive control-based linear time-varying Kalman
filter [5] and a novel optimized controller-based multi-
verse optimization algorithm [6] are developed to
increase the robustness and stability margin of LFC
control integrated with RE sources.

Energy storage devices such as electric vehicles
(EVs) [7,8] and responsive loads for dynamic demand
control [9-11] are becoming promising tools for the
frequency control and power grids stability because of
the shortcomings of RE sources including high costs,
low efficiency, and intermittent nature of their power
generations. Owing to the high cost of ESSs, real-time
smart active participation of controllable loads known
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as DR has become an essential tool to balance between
peak load demand and generation. Vehicle to grid ser-
vices and thermostatically controlled loads such as ven-
tilation, heaters, air-conditioners are a few examples of
such controllable loads. To utilize a faster and more
reliable method for maintaining a balance between
generation and demand sides, this concept was first
introduced in 1980 by [12]. The change in regular con-
sumption patterns of electricity usage by demand-side
resources is referred as DR. The DR programs can be
divided into two different types: time-based programs
(non-dispatchable) and incentive-based programs (dis-
patchable) depending upon the factors like economy
and network resiliency. DR offers diverse services in
this era of smart grids. It can help in incentivizing the
customers financially, as well as to benefit the utility
companies [13]. The impacts of intermittency of RE
sources can also be neutralize using DR [14,15]. To mit-
igate the frequency and/or voltage fluctuations, ancil-
lary services can be provided using DR [16-18]. It can
be employed for various other purposes such as plan-
ning of transmission expansion [19] and improvement
in utilization of transformer [20].

Owing to its fast response, flexibility and economic
efficiency, the DR control is a useful compensation for
conventional frequency regulation techniques in power
system. Therefore, there exists several studies devoted
to examine the effect of DR on the frequency regula-
tion for the conventional LFC and automatic genera-
tion control schemes. In Reference [21], a DR control
loop having communication time delay was first intro-
duced to the traditional single-area LFC model. Results
presented in that study clearly illustrated that LFC sys-
tems enhanced by a DR control loop (LFC-DR) have
a relatively better dynamic performance than that of
conventional LFC. Systems. In Reference [22], the DR
control loop including time delay was implemented
into each control area of a two-area thermal LFC sys-
tem and the compliant control action between LFC
and DR loops was shown to be sufficient for ensuring
minimum frequency deviation. The tie-line power is
taken as an additional input signal of DR control loop,
and genetic algorithm was used to determine optimal
controller gains for a quick frequency stabilization in
different control areas [17]. To provide robustness to
the load disturbances, uncertainties in system param-
eters and multiple delays in the secondary and DR
control loops were considered and a robust Propor-
tional-Integral-Derivative (PID)-type controller for a
multi-area LFC-DR system in a deregulated multi-
area power system was proposed in Reference [23].
In addition, a single-area LFC system was modified
by adding both DR and virtual inertia control loops
with associated communication time delays to improve
frequency dynamics and the impact of various param-
eters of DR and virtual control loops such as time
delays, their power-sharing factors and frequency dead

band was comprehensively analyzed in Reference [24].
An intelligent DR scheme was presented in Reference
[14] to determine the control area where the distur-
bances occurred and to apply the DR exactly to that
control area. In addition, a fuzzy-PI-based supervi-
sory controller was proposed as a coordinator between
secondary frequency control and DR avoiding large
frequency undershoots/overshoots instigated by time
delays. A thermostatic load control strategy employ-
ing ventilation, heating, and air-conditioning units was
proposed in Reference [16] for primary as well as sec-
ondary frequency regulation. It was shown that a rel-
atively stable frequency reserve could be provided by
considering daily demand profile of thermostatic loads.
To decrease frequency detection error and communi-
cation delay, a hybrid control approach was developed
as a combination of distributed and centralized con-
trol methods to control the flexible loads in Reference
[25]. To increase the frequency robustness in presence
of uncertainties and load deviation, active disturbance
rejection control for a single-area LFC system enhanced
by DR control loop was proposed in Reference [26].
Moreover, an adaptive delay compensator was designed
in the same study to reduce the effect of time delays
on the frequency stability. Recently, authors in Refer-
ence [27] extended their earlier work reported in Refer-
ence [24] to develop a mathematical model for stability
and sensitivity analysis of the frequency response of
the system considering important parameters associ-
ated with DR and virtual control loops. Results pre-
sented in that work revealed that the stability as well
as the performance of the closed-loop system is sen-
sitive to variations in DR, supplementary, and virtual
inertia controls. In practice, conventional controllers
like PI, PD, PID controllers having their gains fixed
are adopted for the LFC-DR model. However, con-
sidering dynamic performance and robustness of LFC
systems, the intelligent control techniques associated
with linear quadratic regulator (LQR) approach were
discussed in Reference [28]. To reduce the frequency
deviation caused by time delays, LQR controller with
linear matrix inequality was proposed as a coordina-
tor between the DR and secondary control loop in a
single-area thermal power system integrated with wind
power generation. In Reference [29], the combination
of the developed model predictive control method and
an improved particle swarm optimization method was
proposed to optimize a residential energy consump-
tion system assuming time-variable retail pricing. The
studies reported in References [30] and [31] proposed
the decentralized active DR (DADR) and stochastic
DADR system models in the form of a stochastic con-
trol algorithm. In the proposed models, load reduction
was initiated depending on the frequency fluctuations
measured at the point of the DADR installation.
Communication time delays have become a mat-
ter of great concern in the dynamic performance of



traditional LFC systems as they can decrease damp-
ing performance of the control system and even they
can cause instability if they go beyond the stability
delay marg in References [32-34]. These delays can
occur in LFC systems if an open communication net-
work is employed to receive the measured data from
central controller to power plant and vice versa. With
the increasing integration of RE sources, EVs and DR
control, such delays have even become much more sig-
nificant [21-24,35-38]. Even though there exist various
studies on the delay-dependent stability and the com-
putation of stability margin in the conventional LFC
systems, studies focusing on the effect of both time
delays along with the utilization of DR control on the
frequency regulation are very limited. For example,
studies reported in References [21-24,27] recognized
the importance of time delays observed in the DR con-
trol loop on the frequency regulation. However, time
delays in the secondary control loop were neglected.
It is well known in the literature that communication
delay in the secondary loop is larger than one in the DR
control loop, which in turn significantly affects the fre-
quency stability [32-34]. Moreover, those studies have
utilized an approximation technique for the exponen-
tial type transfer function representing the time delay
in DR control loop. Such an approximation does not
reflect the true characteristic of time delays and their
impact on the stability. Besides that, it also increases
the system dimension depending on the order used in
the Padé approximation. More importantly, the exact
computation of stability delay margins of LFC-DR sys-
tems and analytical studies on the impact of DR control
loop on stability delay margins were not presented. Sim-
ilarly, in Reference [23], stability delay margins were
obtained by trial-and-error simulation method rather
than using an exact method. In References [25,26], var-
ious compensation schemes were proposed to decrease
the frequency deviation in the presence of time delays
in the DR control loop. In those studies, authors did not
present any qualitative/quantitative analysis to deter-
mine the impact of the DR controls with time delays
on the delay-dependent stability of LFC-DR systems.
To overcome shortcomings of existing studies on the
time-delayed LFC-DR systems, this article aims to cal-
culate stability delay margins of LFC-DR systems hav-
ing time delay on the secondary control loop. Various
stability delay margin calculation methods are available
in the existing literature that can be classified as time-
domain indirect methods and frequency-domain direct
method. Identification of the complex roots of the
quasi-polynomial characteristic equation on the imag-
inary axis can be easily done by using these frequency-
domain approaches. This group of methods includes
the following: (i) direct method based on elimination
of exponential terms [39], (ii) Rekasius substitution
[40,41] and (iii) frequency sweeping test [36]. Amongst

AUTOMATIKA (&) 187

these approaches, the direct method proposed by Wal-
ton and Marshall [39] was efficiently implemented to
determine stability delay margins of time-delayed two-
area LFC systems and microgrid not including DR con-
trol loop [32,42] and single-area LFC system with EVs
aggregator denoted by LFC-EVs system [38]. More-
over, the Rekasius substitution was applied to delay
margin computation of microgrid LFC system [43],
two-area LFC system [44], two-area LFC system hav-
ing DR control loop [45] and two-area LFC-EV's system
[37]. The frequency sweeping test was applied to the
delay margin computation of a single-area LFC sys-
tem with EVs aggregator [36]. The existing studies
clearly show that the frequency-domain direct meth-
ods accurately compute stability margins of electri-
cal power systems with communication time delays.
However, the main drawback of these approaches is
that they are applicable to constant delay only. Pekaf
and Gao in Reference [46] presented a thorough lit-
erature review on the approaches used for stability
margin assessment of continuous-time linear time-
invariant systems having constant time delays. When
mentioned, these methods are compared with each
other; some observations have been remarked. Both the
direct method and Rekasius substitution aim to elimi-
nate the delay-dependent transcendental (exponential)
terms in the quasi-characteristic polynomials using dif-
ferent approaches. The direct method employs a recur-
sive procedure without using any approximation and
obtains a regular polynomial without exponential terms
whose positive real roots exactly match to the complex
roots on the jw-axis of the original quasi-polynomial
[32,39]. On the other hand, Rekasius substitution is an
exact transformation for the roots lying on the imag-
inary axis. Therefore, during the substitution, these
purely complex roots of the characteristic polynomial
with delay-dependent exponential terms are preserved
and the system characteristic equation is converted to
an ordinary single-variable equation not including any
exponential terms. Routh stability criterion then could
be easily used to compute purely imaginary roots of
the single-variable regular polynomial [40,41]. How-
ever, with the construction of the Routh table, high
order power system characteristic equation exposes
the cumbersome symbolic process. From the compu-
tational point of view, this increases the mathematical
complexity in terms of computational burden and error
when Rekasius substitution is implemented for multi-
area LFC-DR systems. The comparisons between Reka-
sius substitution and direct method are explained in
details in Section 3. In addition, a detailed comparison
of these methods as applied to the two-area LFC system
were presented in Reference [44]. Finally, the frequency
sweeping test consisting of a combination of the binary
iteration algorithm and frequency sweeping also com-
putes exact delay margin results. However, the selection
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of the frequency range for the sweeping test requires
undesired computational effort [36].

The time-domain indirect approaches rely on lin-
ear matrix inequalities and Lyapunov stability theory.
These methods can only determine the sufficient con-
ditions for the system stability and there exist vari-
ous studies focusing on the reduction of its conserva-
tiveness [33,34]. Numerous inequalities were proposed
in recent years such as Wirtinger inequality, Jensen
inequality [47] free-matrix-based inequality [48] and
Bessel-Legendre inequality [49]. Time-domain indi-
rect methods were used to calculate stability margins
in multi-area LFC systems without DR control loops
[33,34]. These approaches can be used for both time-
varying and constant delay cases. Although there exist
tremendous efforts to reduce the conservativeness of
this approach, it is well known in the literature that
frequency-domain direct methods give more accurate
and less conservative stability delay margins than time-
domain indirect methods [32-34].

Existing literature has investigated the robust fre-
quency performance of LFC-DR system and the effect
of time delays of only DR control loop on fre-
quency stability. Moreover, many studies address the
delay-dependent stability analysis of LFC-DR system
using the trial-and-error simulation method and Padé
approximation rather than an exact analytical method.
The simulation study reported in Reference [21] indi-
cates that the largest delay value on DR control loop
for larger power system having high inertia and slower
response is 500 msec. Whereas, larger delays on sec-
ondary control loop depending on communication
structure for such power systems are observed. There-
fore, not considering the delays of DR control loop, this
study examines the impact of DR control on stability
delay margins of the LFC system via an analytically
elegant method, the elimination of exponential terms
[32,38,42].

The main contents of this article are as following:
First, for the selected power-sharing factors between
the generators and DR control loop, delay margins are
computed for a wide-range of PI controller gain val-
ues to evaluate the impact of the controller gains. Sec-
ond, delay margins are determined for various power-
sharing scenarios between the conventional generator
and DR control loop to assess how the participation
of controllable responsive loads affect stability delay
margins. Third, some case studies for the efficiency of
the proposed method and relationship between par-
ticipation ratio and delay margin are presented. The
implementation of an exact analytical method to cal-
culate delay margin in two-area LFC-DR system and a
comprehensive analysis of the impact of the DR control
loop on the stability delay margin and the frequency
regulation are the major contributions of this study.
The best of authors’ knowledge, an investigation on the
impact of DR control on the stability delay margins

of LFC systems has not been reported in the litera-
ture. Finally, a root finder algorithm based on quasi-
polynomial mapping known as QPmR algorithm [50]
along with time-domain simulations [51] are used to
validate the correctness of stability margin results. The
comparison of stability delay margins of LFC-DR sys-
tem with those of LFC system not including DR control
loop clearly illustrates that delay margins significantly
increase as the participation of the DR control loop
into the frequency regulation increases. More impor-
tantly, simulation studies prove that the inclusion of
the DR control loop reduces undesired oscillations on
the frequency response and stabilizes the LFC system
including time delays.

2. LFC-DR system model

Two-area LFC system model with a DR control
loop in each control area is presented in Figure
1. It can be observed that the conventional two-
area LFC system is illustrated by solid lines while
the DR loop in shown by dashed lines. In this
ﬁgure, Af,’, AXg,', APm,’, APg,’, APDR’,', and APL,', (i =
1,2) denotes the deviation in the frequency, position
of valve, mechanical power output, power output of
generator, DR control loop power output and load
disturbance in each control area, respectively. More-
over, Mi, D,‘,Ri, Tgi> TC,', Tn', Fp,‘, ﬁl‘,ACE,‘, and le(i =
1,2) represent the inertia constant, load damping con-
stant, speed regulation constant, time constants of gov-
ernor, reheat and turbine, fraction of total turbine
power, frequency bias factor, area control error, and
the tie-line coeflicient of each control area, respectively.
Please note that a proportional-integral (PI) controller
G.i(s) = Kp; + % is used as LFC controller and DR
controller, where Kp; and Kj; are the proportional and
integral controller gains, respectively.

With the integration of the DR control into the two-
area LFC system, the required control effort called €2 is
shared between DR and secondary loops in each control
area as follows [21]:

APs;(s) = a;2
APppi(s) = a1;Q2 (1)

where op; and oy; represent participation ratio of the
secondary and DR control loops with ag; + or1; = 1.
Finally, the measurement and data transfer time delays
in T are lumped.

Multiple constant or time-varying delays are gener-
ally observed in multi-area LFC systems. As explained
in Reference [32], in an open communication network,
delay can arise during: (1) transmission of area control
error (ACE) signals from the control center to the indi-
vidual generation units and (2) from a telemetry delay
when remote terminal units send the telemetry signals
to the control center. Assuming that the control center
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Figure 1. Two-area LFC system model with DR loop in each control area.

waits to receive the telemetered values, the analysis for
each delay case is identical. Therefore, all delays are gen-
erally aggregated into a single constant or time-varying
delay from the control center. In the study, time delays
in DR control loop are neglected since they are much
smaller than those observed in the secondary control
loop [22]. It is assumed that the delays in the secondary
control loops of both control areas are considered to be
equal, and they are constant delays denoted by an expo-
nential function of e~ = e¢7°72 = ¢7*" as depicted in
Figure 1. With these assumptions, the stability delay
margins of LFC-DR system are obtained for various
PI controller parameters of DR control and secondary
control loops and the participation factors.

The characteristic polynomial of the two-area sys-
tem in Figure 1 needs to be determined to examine the
delay-dependent stability of LFC-DR system and par-
ticularly to evaluate the DR control loop effect on delay
margins. This polynomial is transcendental type and is
given as

A(s,7) = P(s) + Q(s)e “* + R(s)e 2" =0 (2)

where P(s), Q(s) and R(s) polynomials of s whose coef-
ficients depend on system parameter and are deter-
mined as
P(s) = [)13513 +p12512 +p11511 +p10510 +P9$9
+p858 + P7S7 + p656 +p555 + p4s4 +p3s3
Q(s) = qloslo + Q959 + q858 + CI7S7 + q656 + q555
+ qas* + 35 + g5

R(s) = 175" + 168% + 158> + rast + 135° + s (3)

The coefficients of polynomials in Equation (3) are
not represented here due to insufficient space.

3. Stability margin identification: direct
method

The main purpose of stability analysis of time-delayed
dynamical system is to determine that if the system is
delay-dependent stable or delay-independent stable. If
the system is delay-independent stable, this implies that
the system will remain stable for all finite delays. For
a system to be delay-dependent stable, the system will
be stable for T < 7 and unstable for T > T where 7x
represents the stability delay margin for selected system
parameters.

For the LFC-DR system whose characteristic
equation is given in Equation (2) to be stable, all roots
of this equation have to be located in the stable left
half of the s-plane. Observe that the characteristic poly-
nomial of the LFC-DR system in Equation (2) is a
quasi-polynomial because of exponential terms e~ **
and e2%*, Therefore, the polynomial has infinite many
roots and calculating the roots is a challenging task.
However, for the delay-dependent stability analysis, all
roots are not required and it is essential to find time
delay for which the quasi-polynomial has roots located
on jw-axis. If the original characteristic polynomial
of Equation (2) has a solution of s = jw, then A(—
5, 7) = 0 being complex conjugate will have the same
solution:

A(=s5,7) = P(—s) + Q(—s)e™ + R(—s)e*™ =0 (4)

The exponential terms in Equations (2) and (4) have
to be removed so that a new characteristic polynomial



190 (&) D.KATIPOGLU ET AL.

having no transcendentality can be found. The new
characteristic equation can be defined using an iterative
procedure [32,39] given below:
AW (s,7) = P(— $)A(s, ) — R(s)e 2T A(—5,7)
AW(s,7) = [P(— $)P(s) — RS)R( — 5)]
+ [P(— 9)Q(s) — R®P(—)]e™™  (5)
similarly
AW(—517)=P($)A(—s,7) — R(— $)e®A(s, 7)
AWV (—s,7) = [P(s)P(— 5) — R( — $)R(s)]
+ [P(s)Q(—s) — R(—5)Q(s)]e™ (6)

From Equations (5) and (6), it can be observed that the
root s = jw, of Equations (2) and (4) is also a root of the
following new characteristic polynomial:

AD(s,7) = PU(s) + QV(s)e ™ = 0
AV(=51)=PV(=5)+QV(=9e" =0 (7)
where
PU(s) = P(— s)P(s) — R(s)R( — s)
QW (s) = P(— 9)Qs) = R(IQ( — s) 8)

It can be noticed that the new characteristic equations
in Equation (7) have only a single e™** or e*. This
shows that the previous commensuracy degree of 2 is
now reduced to 1. Moreover, after the elimination of
e~ %% term in Equation (2), the degrees of PD(s) and
QW(s) polynomials have become 26 and 23, respec-
tively. The procedure can be simply repeated to remove
exponential terms, e~ ** and e** in Equation (7) and an
augmented characteristic equation having no transcen-
dental terms can be obtained as follows:

A5, 1) = PA(s) = 0 9)
where
PA(s) = PU(PV(—5) = QU©QM(~3) (10)

It is to be observed that for some 7, the imaginary
root of Equation (2) is also a root of Equation (9)
because the imaginary roots of the original characteris-
tic polynomial of Equation (2) are well-preserved by the
elimination procedure. Following polynomial in w,? is
obtained by substituting s = jw, into Equations (9) and
(10):

W(@?) = PV (jw )PP ( - jo,)
— QW (jw) QW ( — jewe) = 0 (11)

This new characteristic polynomial of Equation (11)
has a degree of 52. The communication delay value cor-
responding to the stability margin for which the roots of

Equation (2) cross the jw-axis is calculated by [32,39]:

Im{ Pil))(jwc) }
* 1 -1 QW (jorc) 2rm
™ = —~Tan _— ;
W Rel — P Goo) @c (12)
Q(l)(/wc)

r=20,1,2,...,00

Moreover, an expression is required to find the root
tendency (RT) of the roots to assess the direction of
roots transition at s = jw, while observing an incre-
ment (A7) in 7 values. The root s = jw, crosses the jo-
axis either to the stable left half plane for RT = —1 or to
the unstable right half plane for RT = +1. It is shown
in Reference [32] that the RT of a root of A(s,7) = 0 is
similar to that of the corresponding root of A@(s,7) =
0 when the following condition is satisfied for s = jw,
crossing root:

PW(s) = P( — jw)P(jwc) — R(jw)R( — jwr) > 0

(13)
The RT is then determined by:
RT|s—ju, = sgnla W' (@})] (14)
where
o= P(l)(ja)c) (15)

The minimum of the communication delays 7},
found by Equation (12) with RT = +1 is the stability
margin of the LFC-DR system as per the definition of
stability delay margin.

It will be useful to compare the direct method
based on elimination of the exponential terms with
other frequency-domain Rekasius substitution method
[40] applied to the delay margin computation of LFC-
DR system with constant communication delays [45].
Equations (5)-(11) clearly elaborate the elimination
procedure of the exponential terms presented in the
characteristic equation (4) by employing direct method,
whereas Rekasius substitution method uses an exact
transformation described as e = (1 — T5) /(1 + T5)
(T € 9 is called pseudo-delay) to eliminate the expo-
nential terms. Using this substitution, the transcen-
dental characteristic equation (4) is converted into a
polynomial without transcendentality similar to one
given in Equation (11) such that its purely imaginary
roots determined by Routh stability criterion coincide
with the purely imaginary roots of the characteristic
equation exactly. The corresponding delay margin is
determined by [40]:

2
tx = —(Tan~ (0. T) £ 1), r=10,1,2,... (16)
W
It should be noticed that both methods use differ-
ent substitutions that are exact and ultimately obtain
an augmented characteristic polynomial without tran-
scendentality. However, in the proposed method, the



real roots (if there exist any) of this new polynomial
coincide with the imaginary roots w. of the charac-
teristic equation exactly. Whereas, Rekasius substitu-
tion method presented in Reference [40] requires the
introduction of a pseudo-delay T and an additional
computational burden in form of Routh Hurwitz sta-
bility criterion to determine the pseudo-delay T (The
imaginary roots of the characteristic equation o). The
construction of the Routh’s array requires the cumber-
some symbolic process for high-order power system
characteristic equations. The study reported in Refer-
ence [45] constructs a Routh’s array with columns of 7
and rows of 16 depending on rational polynomials of
T for the two-area LFC-DR system. Thus, significantly
increasing the mathematical complexity of the study
in terms of computational burden and errors. More-
over, the proposed method in this article is a practical
and handy criterion to determine whether the system is
delay-dependent or independent stable.

4. Results

This section gives results for stability margins of the
LFC-DR system and verification studies of theoreti-
cal stability delay margins by QPmR algorithm. System
parameters in each area are as follows [35]:

M; =88, D; =1, Fp; =1/6, R; = 1/11, B; = 21,
Tgi =02, T = 0.3, Ty = 12,
T, =0.1fori=1,2 (17)

4.1. Step-by-step analysis

The procedure of the delay margin computation is
based on the following steps:

Step 1: Two-area LFC-DRs system parameters are
selected and state-space equation model of the
time-delayed system is found.

Step 2: Kp and K controller gains set is selected.

Step 3: For the given PI controller gains, the charac-
teristic polynomial of the two-area LFC-DRs
system is determined using Equation (2).

Step 4: The augmented characteristic polynomial of
the two-area LFC-DRs system is obtained using
Equation (11) and its real positive roots; {w.} =
{wc1, we2s . . ., wq} are computed. The resulting
polynomial of the two-area LFC-DRs system
have a degree of n.2° = Equation (13)22 = 52
(p =2 is the degree of commensuracy and
n = 13 is order of the characteristic polyno-
mial).

Step 5: The corresponding root tendencies for all real
positive roots are determined using Equation
(14).

Step 6: By employing Equation (12), the correspond-
ing stability delay margins for real positive

AUTOMATIKA (&) 191

roots found in Step (4) having positive root
tendency RT = +1 are computed.

Step 7: The stability margin of the system is chosen as
the smallest value 77, among those computed
in Step (6).

Step 8: The accuracy of theoretically computed sta-
bility margins is then validated by QPmR
algorithm together with time-domain simula-
tions.

4.2. Theoretical results of two-area LFC-DRs
system

The stability delay margin values using steps 1-8 for
various PI controller gains and different participation
ratios of DRs are computed and presented in Tables
1-3, respectively. For all cases, stability delay margins
decrease as Kj increases for the fixed Kp, indicating a
less stable LFC-DR system, whereas stability delay mar-
gins increase for almost all values of K; with an increase
in Kp values resulting in a more stable LFC-DR system.
It should be mentioned here that stability delay mar-
gins are not determined for values of Kp and Kj when
the delay-free LFC-DR system (t = 0) is unstable. The
corresponding positions in are labelled as () in tables.
More importantly, the comparison of delay margins in
Tables 2 and 3 with ones in Table 1 clearly reveals the
fact that stability delay margins significantly increase
when a DR control loop with a corresponding partic-
ipation ratio is included in LEC system for frequency
regulation. For example, one can see from Table 1 that
for Kp = 0.5, K; = 0.3, stability margin is determined
as T* = 2.3049 s when the participation of the sec-
ondary control loop is 60% for area 1 and 70% for area
2 (40% participation of the DR control loop for area
1 and 30% participation of the DR control loop for
area 2, o1 = 0.6,0!11 = 0.4 and o1 = 0.7,6(11 = 0.3).
When the participation of the secondary control loop
is reduced to 60% for area 1 and area 2 (40% participa-
tion of the DR control loop for area 1 and area 2, ot =
a2 = 0.6,11 = a12 = 0.4), the stability delay margin
increases from 7% = 2.3049 s to 7% = 2.6176 s, which
illustrates 13.57% increase. Furthermore, the control
effort of the secondary control loop is reduced to 60%
for area 1 and 50% for area 2 (40% participation of
the DR control loop for area 1 and 50% for area 2)
that is ag; = 0.6,¢1; = 0.4 and «g; = 0.5, 77 = 0.5.
The stability margin for this scenario rises to 7 =
3.0820 s, which corresponds to 33.71% increase with
respect to T = 2.3049 s. Finally, theoretical delay mar-
gin results computed by proposed method are com-
pared with Rekasius substitution method. It should be
noticed that for the all set of PI controller values, delay
margin results presented in Table 2 exactly match with
those given in Table 3 of our previous study of Reference
[45], where stability delay margins have been computed
using Rekasius substitution method of Reference [40].
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Table 1. Stability delay margins for o7 = 0.6, 17 = 0.4 and
o) = 0.7,0[12 =0.3.

T % (5) K

Kp 0.1 03 0.5 0.7 09
0.1 12.5141 15111 0.3726 0.0010 *
03 13.5207 2.0330 0.7588 0.2954 0.0605
0.5 12.7482 2.3049 1.0630 0.5508 0.2749
0.7 6.5718 2.3730 1.2799 0.7606 0.4618
0.9 4.1358 2.2301 1.3964 0.9136 0.6057

Table 2. Stability delay margins for a a1 = app = 0.6, 11 =
1) = 0.4.

T % (5) K

Kp 0.1 03 05 0.7 09
0.1 14.0744 1.8308 0.4898 0.0670 *
03 15.2433 2.3583 0.8827 0.3663 0.1076
0.5 15.0565 26176 1.1900 0.6252 0.3249
0.7 11.6460 2.6595 1.4076 0.8372 0.5140
09 4.9916 2.5691 1.5427 1.0010 0.6724

Table 3. Stability delay margins for g1 = 0.6, @17 = 0.4 and
o) = 0.5,0{12 =0.5.

T % (5) K

Kp 0.1 0.3 0.5 0.7 0.9
0.1 15.6289 2.2845 0.6836 0.1955 *
03 16.9213 2.8267 1.0900 0.5058 0.2151
0.5 17.1085 3.0820 1.4076 0.7744 0.4410
0.7 15.3708 3.1031 1.6335 0.9955 0.6385
0.9 6.9840 2.9830 1.7758 1.1680 0.8051

4.3. Verification of the results by QPmR algorithm
and simulation studies

The accuracy of the theoretical delay margin (%) and
root crossing (+jw,) is verified by QPmR algorithm
and using time-domain simulations. Note from Table
2 that the stability delay margin for Kp = 0.5,K; = 0.3
is computed as t* = 2.6176 s. Figure 2 shows the posi-
tion of dominant roots of the characteristic equation
and frequency response of LFC-DR system around the
stability delay margin that is for T = 2.5176s, 7% =
2.6176 sand T = 2.7176 s. Figure 2(a) shows the domi-
nant roots and the frequency response for t = 2.5176 s,
which is less than the delay margin, v+ = 2.6176s
It is obvious that all roots of characteristic polyno-
mial in Equation (1) are present in the stable left half
of the s_plane and oscillations in the frequency are
decaying. Therefore, the LFC-DR system is stable. For
7% = 2.6176 s, a pair of complex roots is now on the
imaginary axis as depicted in Figure 2(b), and the fre-
quency response of the LFC-DR system has sustained
oscillations, indicating the marginal stability. It should
be observed that QPmR algorithm gives the same
purely imaginary roots of s = fjw, = £0.3811 rad/s
as obtained by the proposed method. Finally, a pair of
complex roots at T = 2.7176 s crosses the imaginary
axis towards the unstable right half plane, which causes

unstable growing oscillations in the frequency response
as shown in Figure 2(c).

4.4. DR control loop effect on the frequency
response

The effect of the participation of the DR control loop
on the frequency performance of the LFC-DR system is
also investigated for three different cases of time delays
when PI controller gains are chosen as Kp = 0.5,K; =
0.3 and the participation of the DR control loop for
area 1 is selected as ag; = 0.6,1; = 0.4. In the first
case, the time delay is chosen as T = 2.0 s and at first,
the participation ratios of the secondary control loop
and the DR control loop for area 2 is selected as agp =
0.7, 12 = 0.3. Please note from Table 1 that this case is
stable case since the selected delay is less than the sta-
bility delay margin, (t =2.0s < % = 2.3049 5). The
frequency response is shown in Figure 3. It can be seen
that the frequency response has undesired oscillations
even though it is stable. Next, the participation ratios
of the secondary control loop and the DR control loop
is selected as agp = 0.6, 12 = 0.4and ag; = 0.5, 15 =
0.5. Figure 3 also compares the frequency response with
that of LFC system for agp = 0.7, @12 = 0.3.Itis evident
from Figure 3 that undesired oscillations quickly damp
out when 50% or 70% of the control effort is provided
by the DR control loop. This case clearly illustrates that
the inclusion of DR control loop significantly improves
the frequency response performance of the LFC
system.

In the second case, time delay is selected as v =
2.3049 s for which the participation ratios of the sec-
ondary control loop and the DR control loop for area
2 is selected as oy = 0.7,12 = 0.3, and the system
is marginally stable as presented in Table 1. Figure 4
compares the frequency responses for the same partic-
ipation ratios of the first case. It is clear that with the
inclusion of the DR control loop, the marginally sta-
ble LFC system becomes stable. In the third case, time
delay is chosen as T = 2.4 s for which the participation
ratios of the secondary control loop and the DR control
loop for area 2 is selected as agy = 0.7, 012 = 0.3, and
the system is unstable since this delay is larger than the
stability delay margin of T = 2.3049 s. Figure 5 clearly
shows that the inclusion of DR control loop with a par-
ticipation ratio of 50% or 70% makes the unstable LFC
system stable. The second and third cases clearly illus-
trates the stabilizing effect of DR control loop for LFC
system in the presence of communication time delays.

Finally, the impact of the participation ratio of
the DR control on the stability delay margin is ana-
lyzed for three different PI controller gains, namely
(Kp =0.5,K; = 0.3), (Kp = 0.5,K; = 0.5) and (Kp =
0.5,K; = 0.7). Figure 6 shows that the stability delay
margin remarkably increases for all controller gain val-
ues when participation ratio of the DR control loop is
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changed from o2 = 0 (DR not included) to a12 = 0.5
(50% participation of the DR control loop).

Conclusions

This article has comprehensively investigated the effect
of DR control loop on the stability margin of LFC sys-
tems having time delays. A frequency-domain direct
method has been implemented to compute stability
margins in the two-area LFC-DR system for a wide-
range of PI controller gains and different participation
ratios of the secondary and DR control loops. Moreover,
theoretical delay margins have been confirmed by the
QPmR algorithm and time-domain simulations as well.
Following comments could be made from the results:

(i) The presented results reveal that the selection of
PI controller gains plays an important role in com-
puting communication delay margins and thereby
ensuring the stability of the two-area LFC-DR
system. One can select the appropriate controller
gains using Tables 1-3 for the allowable com-
munication delay value of the two-area LFC-DR
systems.

(ii) A small contribution of DR share on the frequency
control effort significantly increases the stability
delay margins for all PI controller gains and thus
the DR control loop expands the stability margin
of LFC system.

(iii) The higher DR shares significantly increase the
stabilizing effect on LFC systems. Simulation
studies indicate that the increase in DR participa-
tion factor reduces the undesired oscillations on
the frequency responses and quickly minimizes
the frequency deviations of LFC system with time
delays.

(iv) The comparisons between the direct method and
Rekasius substitution method indicate that the

direct method for commensurate or single-delay
cases does not require a symbolic computational
burden and the proposed method could be easily
applied to high order power systems experiencing
communication delays.

Considering the uncertainties in communication
time delays and multi-area LFC-DR system parameters,
the impact of DR control loop on controller parameter
design and robust controller performance of the LFC
system should be investigated in the future studies. The
following future works for the LFC systems including
DR control have been put in perspective: (i) Identifi-
cation of stability regions based on stability boundary
locus method in the controller parameters space and
(ii) Computation of robust stability regions in the con-
troller parameter space using the complex Kharitonov’s
theorem.
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