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process with experimental studies
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ABSTRACT
Coupledmultiple-tank systems are very important for awide range of industrial applications due
to their uniqueuses. However, the liquid level control for the coupled two-tankmulti-inputmulti-
output (MIMO) system is quite challengingbecause it has strongnonlinearity and coupling, and it
is susceptible tomultiple external disturbances. For this process, this paperproposes anovel anti-
disturbance control strategy consisting on a nonlinear composite hierarchical anti-disturbance
predictive control (CHADPC). First, a model-based explicit nonlinear model predictive controller
(ENMPC) is designed assuming that all disturbances are measurable and its global exponen-
tial stability is proved. Then, a nonlinear disturbance observer (DO) is designed to estimate the
lumped disturbances. The composite controller handling the estimated disturbances is then
proposed. Finally, simulation and experimental tracking control tests under perturbations and
comparisons with recently reported works have been carried out to highlight the promising
performance of the proposed ENMPC and CHADPC schemes.
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1. Introduction

Often, industrial applications involve multiple inter-
connected tanks, such as in wastewater treatment and
biomedical facilities. Some of their liquid levels may be
controlled to maintain a constant, while others must
follow a time-varying level profile [1,2]. In awastewater
treatment plant, anaerobic digestion of high strength
waste water slurries results in the formation of biogas,
which is used to produce green energy by converting
heat and power from the biogas. Sludge remaining from
this process is rich in nutrients and can be used in agri-
culture. In this process, pre-treatment tanks, primary
tanks, aeration tanks, secondary tanks, and multiple
digestion tanks are interconnected. To rich a high per-
formance in such a process, independent level control
(levels may differ according to production) is essen-
tial [1]. A similar situation also exists in the sewage
treatment of pulp and paper mills [2].

Similarly, an automated drug dispensing system
may control systemic arterial pressure (AP), car-
diac output (CO), and left atrial pressure (PLA)
simultaneously, and these parameters have sensitive
correlations between them similar to interconnected
tanks. AP, CO, and PLA must have their independent
benchmarks maintained by controlling the injection of
drugs through multiple inputs [3]. Controllers have to
perform both tasks i.e., make one process variable fol-
low the time-varying reference signal while keeping the
other process variable constant. In general, controllers

of the proportional–integral–derivative (PID) family
together with a feed-forward controller are well suited
for such a requirement which was recently shown in
[4] and [5]. However, the main drawback of this type
of controllers is that they first require the linearization
of the nonlinear system model, which is difficult for
complex systems.

This paper is motivated by [4], which proposes a
Fractional-order PI controller for the coupled two-tank
MIMO system illustrated in Figure 1. Nevertheless, this
paper adopts, for this liquid level system (see [6]), the
model predictive control (MPC) strategy, which shows
recent promising results in a comparative study in [7]
and in the adaptive control in [8]. As a practical alter-
native approach, MPC has receivedmuch attention and
has been considered by many researchers as one of the
most promising methods in control engineering [9,10].
Moreover, it is worth noticing that MPC’s model-based
control strategy highly relies on predicting the perfor-
mance of the plant [11]. As a result, the main limita-
tions of MPC are the limited accuracy of its predictive
model and the low efficiency of its control strategy.
Thus, an optimal control decision can be made based
on optimization according to this prediction [12]. This
predictive property of MPC makes it a suitable con-
trol strategy for complex and nonlinear level systems.
Specifically for the reference tracking problem, MPC
can take into account the future value of the given ref-
erence trajectory to improve the performance in the
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Figure 1. Coupled two-tank MIMO system.

sense that not only the current tracking error can be
suppressed, but also all future errors. ENMPC repre-
sents the continuous-time solution of the nonlinear
MPC approach, which generally requires the solution
of an optimization problem at each sampling instance.
This is an obstacle for real-time implementation due to
the high computational cost. An analytical solution of
the nonlinear MPC can be found by approximating the
tracking error and the control effort in a receding hori-
zon using their Taylor expansion up to a certain order,
and consequently, the closed-form control law can be
explicitly formulated without online optimization [12].

On the other hand, it is worth noticing that dis-
turbances are common in most industrial systems and
have negative effects on the performance and even the
stability of control systems [13]. Therefore, the prob-
lem of disturbance attenuation or suppression remains
a hot topic in the field of control.When the disturbances
are well estimated and provided, the control system
can explicitly consider them and compensate for them.
Based on a nonlinear DO, this basic idea of composite
hierarchical anti-disturbance control was first proposed
in [14] for a system subject to external disturbances
and model uncertainties. The basic controller may not
only be designed for achieving tracking performance,
but also for disturbance attenuation, such as H∞ or
stochastic control theory [15]. Several research works
have been done where the disturbances are estimated
and the opposite of their estimation is used in control.
Some interesting methods in this field are the distur-
bance observer presented in [16], two-time-scale based
observation in [17] and the DO using neural network
technique in [18]. Some recent promising applications
of the disturbance observers on experimental setups
abound in literature such as [18–20]. In addition, other
promising results of the application of the active distur-
bance rejection control technique as recently shown in
[21–25]. This paper revisits [26] and adopts the slow
time-varying DO introduced in [16]. The novelties of
the proposed work are as given below:

(i) CHADPC method has not been used before for
the level control problem of coupled two-tank
MIMO system as per the best of the knowledge
of the authors.

(ii) A design methodology is presented, minimiz-
ing the receding horizon performance index, to
find the ENMPC ensuring an exponential stabil-
ity. This design methodology is an extension of
the two recent works in [6] and [7].

(iii) Experimental comparisons between ENMPC and
CHADPC presented, by validation on a two-tank
system, to show that CHADPC method performs
better.

(iv) Brief comparisons of benchmark tracking perfor-
mance and disturbance rejection capabilities with
other recent reported works are presented to show
that the performance of the proposed CHADPC
method is better than that of several other existing
level controllers.

The rest of the sections are described as follows:
Section 2 describes the systemmodelling and the prob-
lem formulation, while Section 3 contains the pro-
posed ENMPC design and its stability study. Section 4
presents the DO and the CHADPC method. The sim-
ulation and experimental results of the ENMPC and
CHADPC strategies are presented and discussed in
Section 5, while conclusions are given in Section 6.

The main objectives of this paper are as below:

(i) To design an ENMPC for a particular class of
nonlinear systems, to which the coupled two-tank
MIMO system belongs, and address its exponen-
tial stability.

(ii) To design a CHADPC by developing an intercon-
nected DO to the designed ENMPC for the same
class of MIMO systems under slow time-varying
disturbances.

(iii) To validate the two control schemes on an exper-
imental setup.

(iv) To compare experimentally theCHADPCmethod
with the ENMPC one.

(v) To compare the level control performance of the
present workwith those reported in earlier similar
studies.

2. Problem formulation

Figure 1 shows a schematic diagram of a state-coupled
two-tank MIMO system with two degrees of freedom.
This system consists of a fluid basin, two pumps, two
tanks of equal area with openings, and level sensors at
the bottom of each tank. In this experimental setup,
Pump 1 and Pump 2, respectively supply inflow to tanks
1 and 2 and the common outflow from tank i becomes
the inflow for Tank j, i, j = 1, 2 and vice versa. The other
outflows from tanks 1 and 2 are discharged to the basin.
In terms of the system dynamic model, the following
features are first introduced:

(i) Pump 1 and Pump 2 are identical.
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Table 1. Numerical values of system parameters.

Parameter Symbol Numerical value

Each tank area A 225cm2

Orifices sectional area a 0.7854cm2

Common orifice sectional area a12 0.9143cm2

Pumps constant Kp 3.4717 cm3/(V.s)
Gravitational constant g 981 cm/s2

(ii) u = [
u1 u2

]T , where u1 and u2 are the voltages
applied respectively at the input terminals of the
two pumps (both are bounded by 0 and 12 volts),
represents the input of the electromechanical
system.

(iii) the liquid levels h1 and h2 are always greater than
1 cm and less than 30 cm.

(iv) y = [
h1 h2

]T represents the output of the
system.

Considering the liquid level system modelling in [6],
the following dynamic equations for the system are
given as:

⎧⎪⎪⎨
⎪⎪⎩
ḣ1(t) = −c1

√
h1(t) − c12sign(h1(t)

−h2(t))
√|h1(t) − h2(t)| + c2u1(t)

ḣ2(t) = −c1
√
h2(t) − c12sign(h2(t)

−h1(t))
√|h2(t) − h1(t)| + c2u2(t)

(1)

where parameters c1 = a
A
√
2g, c2 = Kp

A and c12 =
a12
A

√
2g are given in Table 1.

Remark 2.1: Although dynamics (1) is a generic
model, it can be used to present liquid levels depend-
ing on some external disturbances. In fact, the liquid
level dynamic used in this paper is altered by taking
into account additional elements that operate as distur-
bances. The long distance between each pump and its
associated tank as well as the pump faults, such as miss-
ing vanes or deposition of some residues in the impeller,
cause a liquid arrival delay every time when the control
signal is changed. As a result, the level hi is subject to
a small drop, which is undesirable. Furthermore, due
to the unexpected accumulation of residues in some
pipelines or valve faults, the level hi may experience a
fast increase. These two events cause the level to drop
and rise somewhat. They are treated as lumped distur-
bances in the controlled liquid level system in this study.
These phenomena can occur in a variety of industrial
operations, such as wastewater treatment.

In this paper, we assume that the two sensors are
present to measure the liquid levels in the two tanks.
Considering the saturation of the inputs, the objective is
to design a disturbance observer-based control scheme
to control the liquid levels h1 and h2 with respect to two
desired set points r1 and r2, respectively. Considering
Remark 2.1, the mathematical model of the considered

system under disturbances can be written as follows:

{
ḣ = f (h) + g(h)u + d
y = h (2)

where h = [
h1 h2

]T is the internal state of the system
(h ∈ H ⊂ �2), f (h) = [

f1(h) f2(h)
]T ∈ �2 with:

fi(h) = −c1
√
hi − c12sign(hi − hj)

√
|hi − hj|, i = 1, 2

(3)
u = [

u1 u2
]T ∈ U ⊂ �2 the control input, y ∈ �2

the measured output, g(h) is a matrix in �2×2 and d =[
d1 d2

]T represents the lumped disturbances acting
on the liquid levels h1 and h2.

3. Explicit nonlinear MPC design

In MPC theory, the concept of moving horizon control
can be explained as designing a state trajectory ĥ(t + τ)

at any time twithin amoving time frame located at time
t with respect to h(t) as an initial condition, which is
controlled by a control signal û(t + τ) together with
the associated prediction ŷ(t + τ). The tracking con-
trol can be achieved by minimizing a receding hori-
zon performance index J ∈ � for a receding horizon
given by:

J = 1
2

∫ Tp

0
(ŷ(t + τ) − r̂(t + τ))T(ŷ(t + τ)

− r̂(t + τ))dτ (4)

where Tp is the predictive period.
The conventional MPC algorithm requires the solu-

tion of a working point at each sampling instance to
obtain the control signals. To avoid the resulting inten-
sive online computation, it is necessary to assume an
explicit solution for the nonlinear MPC problem based
on the approximation of the tracking error in the reced-
ing prediction horizon [12]. In this paper, the following
assumptions are made for the nonlinear system (2):

A1: The zero-point dynamics are stable [27].
A2:Each of the outputs y(t)has the same relative degree

ρ [27].
A3: The output y(t) and the reference r(t) are suf-

ficiently often continuously differentiable with
respect to t.

Since assumptionsA1,A2 andA3 are satisfied in our
studied system, the nonlinear model (2) is extended
by Taylor-series expansion to its relative degree ρ as
follows: {

ŷ(t + τ)
.= T̄ (τ )Ȳ(t)

r̂(t + τ)
.= T̄ (τ )R̄(t)

(5)
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where T̄ (τ ) = [
I2 τ I2

]
with I2 =

[
1 0
0 1

]
, Ȳ(t) =[

y(t) ẏ(t)
]T = [

y1(t) y2(t) ẏ1(t)ẏ2(t)
]T and

R̄(t) = [
r(t) ṙ(t)

]T = [
r1(t) r2(t) ṙ1(t) ṙ2(t)

]T .
Recalling Equation (4) and the output and reference

approximation (5), we can write the receding horizon
performance index J in matrix form as:

J = 1
2
(Ȳ(t) − R̄(t))TT (Tp)(Ȳ(t) − R̄(t)) (6)

where T (Tp) = ∫ Tp
0 T̄ T(τ )T̄ (τ )dτ =

[
T(1,1) T(1,2)
T(2,1) T(2,2)

]

with T(i,j) = Ti+j−1
p

(i+j−1)(i−1)!(j−1)! I2. The time derivative of
the reference and the output vectors gives:{

ṙ = f (r) + g(r)ũd + d
ẏ = ḣ = f (h) + g(h)ũ + d (7)

where ũd is the desired control input. Let:

Ȳ(t) − R̄(t) = M(h, r) +
[

02×1
H(h, ũ)

]
(8)

where M(h, r) =
[

eh
�f − g(r)ũd

]
, 02×1 =

[
0
0

]
, eh =[

h1 − r1
h2 − r2

]
,�f =

[
f1(h) − f1(r)
f2(h) − f2(r)

]
andH(h, ũ) = g(h)ũ.

By invoking (6) and (8), we obtain:

J = 1
2
(MTT (Tp)M + T{2,2}HTH + 2MT T̄c2H)

(9)

where Tc2 =
[
T2
p
2 I2

T3
p
3 I2

]T
is the sub-matrix com-

posed of the 3rd and 4th columns and T{2,2} = T3
p
3 I2 is

the (2, 2)th sub-matrix of matrix T (Tp). By solving the
following Eq. (10) which is given by:

∂J
∂ũ

= 1
2
(2MT T̄c2g(h) + 2ũTg(h)Tg(h)T{2,2}) = 01×2

(10)
we obtain an explicit solution of predictive control as:

ũ =
[
ũ1
ũ2

]
= g(h)−1(−T −1

{2,2}T̄ T
c2M) (11)

Finally, by invoking (7) and (11), an ENMPC law can
be given by the following expression:

ũ = −g(h)−1(keh − f (h) − ṙ + d) (12)

where k = 3
2Tp .

Proposition 3.1: Consider the system under distur-
bances given by (2) and let r = [

r1 r2
]T ∈ �2 be a

reference trajectories vector with bounded time deriva-
tive, hence the control law (12) makes y = r a globally
exponentially stable equilibrium.

Proof: Let eh = h − r the tracking error for the model
(2). Hence, its time derivative can be written as follows:

ėh = �f + g(h)ũ − g(r)ũd (13)

By invoking (7) and (13), we obtain:

ėh = Aeeh + 2f (h) (14)

where Ae =
[−k 0
0 −k

]
and f (h) is defined in (2). The

characteristic polynomial of the matrix Ae is:

s2 + 2ks + k2 = 0 (15)

where s is Laplace operator. Then, by applying the
Routh stability criterion, k > 0 guarantees that matrix
Ae is Hurwitz. Let the scalar v = eThPeh, with P a
positive definite matrix. Then its time derivative is:

v̇ = eTh (AT
e P + PAe)eh + 4eThP f (h) (16)

SincematrixAe isHurwitz, one can find a 2 × 2 positive
definite matrixQ which satisfies:

AT
e P + PAe = −Q (17)

so:

v̇ ≤ −eThQeh + 4‖ eThP f (h) ‖ (18)

Assuming that f (h) is differentiable, its time deriva-
tive is also bounded. Hence, ‖ f1(h) ‖ ≤ δ1‖ eh ‖ and

‖ f2(h) ‖ ≤ δ2‖ eh ‖. Such that f (h) =
[
f1(h)
f2(h)

]
, we can

write ‖ f (h) ‖ ≤ δ‖ eh ‖, where δ =
√

δ21 + δ22. The
Rayleigh inequalities are then, obtained as:{−αM(Q)‖ eh ‖2 ≤ −eThQeh ≤ −αm(Q)‖ eh ‖2

αm(P)‖ eh ‖2 ≤ v ≤ αM(P)‖ eh ‖2
(19)

with αm(Q) and αM(P) are, respectively, theminimum
eigenvalue of Q and the maximum eigenvalue of P .
Using Cauchy-Schwartz inequality, we can write:

v̇ ≤ (2αM(P)δ − αm(Q))‖ eh ‖2 (20)

Hence, we obtain:

v̇ ≤ 2αM(P)δ − αm(Q)

αm(P)
v (21)

After integration, we can finally write:

v(t) ≤ ξe−λtv(0) (22)

where ξ ∈ � and λ = αm(Q)−2αM(P)δ
αm(P)

. Thus, if the con-
dition αm(Q)

αM(P)
≥ 2δ is satisfied, this ensures the expo-

nential convergence of the tracking error to zero when
t tends to infinity. �

As shown in Eq. (12), the information of the dis-
turbances is retained in the controller to attenuate
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their influences. But this control law has a poor distur-
bance elimination capability and it is not able to reject
the lumped disturbances since they must be available,
which is unrealistic for any real industrial system. In the
next section, we present the design of a nonlinear DO
to estimate these unavailable disturbances.

4. DO and CHADPC design

4.1. Disturbance observer

For an industrial system such as a coupled two-tank
MIMO process, measuring the disturbances acting on
it is very difficult. However, the disturbances observa-
tion technique provides an alternative approach. In this
section, we adopt the nonlinear DO presented in [26]
to estimate the slow time-varying lumped unknown
disturbances d(t) in the general form of the dynamic
model (2). The dynamics of this DO is given as:{

z = d̂ − p(h)
ż = −l(h)z − l(h)(p(h) + f (h) + g(h)ũ)

(23)

where h and ũ are state and control input for the original
system (2), respectively, d̂ is the estimated disturbances,
z is the internal state of the nonlinear observer, p(h)
is a nonlinear function to be designed and l(h) is the
observer 2×2matrix gainwhich, according to Ref. [26],
should be designed as:

l(h) = ∂p(h)
∂h

(24)

In this observer, the estimation error is defined as
ed = d − d̂. Assuming that the disturbances vary slowly
compared to the observer dynamics (ḋ ≈ 0), and invok-
ing (23), (24) and (2), it can be shown that the time
derivative of the estimation error can be written as
follows:

ėd = ḋ − ˙̂d = −ż − ṗ(h) = −l(h)ed (25)

Therefore, if l(h) and the associated p(h) are chosen,
such as Eq. (24) is exponentially stable for all h ∈ �2,
the estimated d̂(t) approaches the real disturbance d(t)
exponentially [16].

To ensure the convergence of the estimation error, it
is important to choose the gain l(h) and its correspond-
ing p(h) appropriately. Assuming that the disturbance
d in (2) is multiplied by the unit 2×2 matrix, we can
choose l(h) as a constant matrix such that all eigenval-
ues of the matrix −l(h) have negative real parts. Here,
the integration of l(h) with respect to the coupled two-
tankMIMOsystem state h yields p(h) = l(h)h. The cor-
responding observer gain matrix l(h) is then designed
in the form:

l(h) = diag{l1, l2} (26)

where li > 0, i = 1, 2. It can be deduced that the conver-
gence of the DO is guaranteed regardless of the process
state.

4.2. Composite controller

As mentioned in Remark 2.1, external disturbances
coupled with modelling errors and uncertainties can
significantly affect the liquid level tracking perfor-
mance. These factors can even lead to instability if
their influence has not been properly accounted for
in the control design. In the previous derivation of
ENMPC, the lumped disturbances appear in the con-
trol law. Therefore, once theDOprovides an estimate of
the disturbances, the ENMPC controller can take them
into account and compensate for them. Since the input
matrix g(h) for the coupled two-tank system is a con-

stantmatrix g(h) =
[
c2 0
0 c2

]
, the control law using the

estimated disturbances is given by:

ũ = −
[

1
c2 0
0 1

c2

]
(keh − f (h) − ṙ + d̂) (27)

where the hated variable d̂ =
[
d̂1 d̂2

]T
denotes the

estimated disturbances value and the other terms are
defined in (12). Finally, if we consider trimming errors
in the dynamics of the coupled two-tank MIMO sys-
tem, the overall CHADPC law is given as:

u = ũ − û (28)

where û = g(h)−1d̂ is the control trim error estimated
by the disturbance observer. The overall block diagram
of the control-observation scheme is shown in Figure 2.

5. Experimental results and discussion

5.1. Test Bench description

The analytical results given in the previous sections
are validated by an experimental setup that we have
recently made (see Figure 3). It is located in the labora-
tory “Control systems” at BritishAppliedCollege,Umm
Al Quwain, UAE.

The composite controller is designed like a central-
ized control since the information for decision-making
is from a central location which is the Real Time Win-
dows Target (RTWT) of MATLAB software. In fact,
the implementation of the observer-control scheme
illustrated in Figure 4 is based on Keil μVision5 and
MATLAB/Simulink. First, the Real-Time Workshop
automatically builds a C++ source program from the
Simulink Model using Keil μVision5 and executes it
inside the STM32F10microcontroller as the interfacing
program. This is called the Target application, which
ensures the interfacing role of the Input/Output Board.
Then, the RTWT, acting as the host program and con-
taining the control-observer Simulink models, com-
municate with the experimental apparatus via the I/O
Board making a non-costly real-time control.
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Figure 2. Conceptual diagram of the CHADPC method.

Figure 3. Experimental setup.

Figure 4. Control system development flow diagram.
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Table 2. Numerical values of controller parameters.

Parameter Symbol Numerical value

Prediction horizon Tp 0.13s
DOmatrix gain l(h) diag{10, 10}

Figure 5. Trapezoidal benchmark references.

Before deriving the main results, the system param-
eters c1, c2 and c12 shown in (1) have been calcu-
lated using the numerical values illustrated in Table 1.
The designed controller-observer requires the tuning of
three parameters: Tp for the ENMPC and diag{l1, l2}
for the DO. First, Tp has been slightly adjusted by
trial and error in preliminary simulation tests with-
out adding the DO until a good tracking perfor-
mance is obtained. Then, the values of the observer
design parameters l1 and l2 have been chosen by
trial and error until the interposed DO ensures accu-
rate observation of some applied simulation distur-
bances. The adopted numerical values are shown in
Table 2.

The validation of the theoretical results is performed
by two initial experimental tests using the closed loop
benchmark consisting of a time-varying reference sig-
nal 8μ(t − 10) +

{
3 sin

(
2π(t−112.5)

250

)
+ 3

}
{μ(t − 50)

− μ(t − 800)} and a step signal 10μ(t) used as ref-
erence trajectories for h1 and h2, respectively. In the
presence of two external perturbations, the controller’s
objective is to track the two reference benchmarks
well and discard the perturbations while a duration
of 15min. In the first test, ENMPC is applied to the
real system, while the DO is integrated and CHADPC
is applied in the second test. Furthermore, CHADPC
is revalidated with trapezoidal reference trajectories
with large changes in different equilibrium points
(see Figure 5). The sampling time is always equal to
0.01s and the selected frequency of the PWM sig-
nals applied to the actuators is 15kHz. Each liquid
level is measured with the differential pressure sensor
MPX5010dp. This piezoresistive transducerwas chosen
because it is well suited for appliance liquid levels and
for microcontroller-based systems.

5.2. Experiments and discussion

In order to test the robustness of the designed con-
trollers in the presence of lumped disturbances, the

application of the time-varying reference signal and
the step signal references is accompanied by two addi-
tional external perturbations suddenly introduced on
h2 and h1 at 500th and 700th seconds, respectively.
They have been performed by pouring an additional
500cm3 of liquid, increasing the h1 and h2 levels by 22%
and 17%, respectively. The designed control laws (12)
and (28) are first simulated inMATLAB/Simulink envi-
ronment. The simulated responses of the control sys-
tem via ENMPC and CHADPC approaches are shown
in Figure 6. The responses show that the overshoot
and the perturbation attenuation are improved with
the CHADPC scheme (see the profile of the output in
Figure 6(a) at 700th second and in Figure 6(b) at 500th
second). Notice also that due to the interconnectedDO,
the CHADPCmethod eliminates the undesired impact
of each applied perturbation in Tank i on the other liq-
uid level hj, i �= j. In fact, Figure 6(a) shows that the per-
turbation on liquid level h2 at 500thmakes an undesired
impact on liquid level h1 in the case of ENMPC. This
impact is totally eliminated by CHADPCmethod. Sim-
ilarly, the impact of the second perturbation is deleted
in liquid level h2 at 700th second.

The synthesized ENMPC law (12) without integrat-
ing the DO is first experimentally tested and the results
are shown in Figure 7. It can be seen that the ENMPC
method maintains a good reference tracking of h1,
while cancelling the variation in h2. The two perturba-
tions are clearly attenuated in the two tanks. It can be
concluded that the demonstrated exponential stability
of the ENMPC law (12) is experimentally validated by
the first applied experimental test.

The second experimental control test is performed
by the implementation of the CHADPC law (28) fol-
lowing the conceptual diagram shown in Figure 2. The
tracking performances of this composite controller are
given in Figure 8. By comparing the expanded views
in Figures 7 and 8, we can see that CHADPC performs
better than ENMPC in terms of tracking performance.
Note that when the noise affects the system, as in this
real-time hardware experimentation, the tracking per-
formance of ENMPC is the poorest among the two
methods. We can also see by comparing the expanded
views of Figures 7 and 8 that the external perturbations
are more quickly rejected by the CHADPC method.
Quantitative comparisons of CHADPC performances
with those of ENMPC are presented in Table 3. The
comparison shows that the CHADPC performs better
in terms of root mean square (RMS) tracking errors
and RMS controller energies. In fact, the RMS values
of control signals u1 and u2 are respectively 4.7% and
5.1% less for CHADPC than that of ENMPC, which
means CHADPC reduces the control efforts. It can
be also clearly remarked from Figures 7 and 8 as well
from Table 3 that the subtraction of the control trim
error û deduced from the DO enhances the control
performances. The RMS tracking errors for h1 and h2
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Figure 6. ENMPC and CHADPC simulated tracking performance: liquid level h1 under perturbation at 700 sec and liquid level h2
under perturbation at 500 sec.

Figure 7. ENMPC tracking performance: liquid level h1 under perturbation at 700 s and liquid level h2 under perturbation at 500 s.

are reduced by 19.2% and 23.9%, respectively, with the
CHADPC approach.

Figure 9 illustrates the control signal exerted by the
two designed controllers. It can be shown that due to
the variation of level h1, the control signal u1 (input to
Pump 1) varies periodically with the same fundamen-
tal frequency. However, the control signal u2 (input to
Pump 2) also varies periodically with the same funda-
mental frequency, but in opposite phase of h1 in order

to nullify the change in h2 due to the disturbances
caused by the level h1. This physically means when h1
is increasing, the ENMPC pumps less liquid to Tank
2 to minimize the variation in h2 and vice versa. Fur-
thermore, at 500th and 700th the control signals u2 and
u1, respectively, drop to 0V so that the correspond-
ing liquid level drops to its benchmark reference and
the influence of the perturbation is thus eliminated. On
the other hand, we remark from comparing the control

Figure 8. CHADPC tracking performance: liquid level h1 under perturbation at 700 s and liquid level h2 under perturbation at 500 s.
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Table 3. Tests 1 and 2: summary of performances.

Liquid level in Tank 1 Liquid level in Tank 2

Control method ts1 [s] RMS u1 [volt] RMS e1 [cm] tr1 [s] ts2 [s] RMS u2 [volt] RMS e2 [cm] tr2 [s]

ENMPC ∼= 25 8.29 0.76 ∼= 8 ∼= 41 9.39 1.29 ∼= 6
CHADPC ∼= 16 7.90 0.62 ∼= 4.5 ∼= 24 8.91 0.98 ∼= 3.5

Note: tsi , tri and ei (i = 1, 2) are the settling time, the perturbation rejection duration and the steady state error in Tank i, respectively.

Figure 9. ENMPC and CHADPC methods: Pump 1 and Pump 2 control signals.

signals in Figure 9, that the CHADPC reduces the fluc-
tuations in the control signals. This can be explained
that the information given by the DO include also the
level measurement noise caused by the sensors output
signals. This additional small disturbance is attenu-
ated by the CHADPC which allows more comfortable
functioning to the actuators.

The disturbances d̂1 and d̂2 observed by the inter-
connected DO in the CHADPC method are shown
in Figure 10. Without considering the two perturba-
tions, the variation of d̂1(t) varies between −1 and
0cm/sec while the variation of d̂2(t) varies between
−0.5 and −1.25cm/s. Their respective mean values
are −0.4249cm/s and −0.6673cm/s. This is physically
explained by the fact that h1 and h2 tend to undergo
quasi-constant negative variations caused by the long
distances between each pump and its corresponding
tank (see Figure 3). In fact, this time delay between each

control decision and the arrival of the corresponding
liquid in the tanks causes a continuous small drop of
the liquid level which should be took into consideration
in the controller to enhance the tracking performance.
The expanded views in Figure 10 showalso the observa-
tion of the two perturbations applied at the 500th and
700th seconds as sudden increases of about 2.5cm in
each level. These observations are delivered by the DO
as a sudden +2cm/s variation in each tank. This quan-
titative analysis gives good confidence in the proposed
DO.

In a third experiment, the CHADPC method is val-
idated again. Figure 11 shows the experimental evolu-
tion of the trajectory tracking of h1 and h2 when the
objective is to track the two trapezoidal benchmarks
illustrated in Figure 5. It can be seen that the proposed
control-observer design exhibits excellent decoupling
performance and the tracking error is substantially

Figure 10. CHADPC tracking performance: Observed lumped disturbances d̂1(t) and d̂2(t).
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Figure 11. CHADPC method in the third experiment: tracking responses of liquid levels h1 and h2.

Figure 12. CHADPC method in the third experiment: Pumps 1
and 2 control signals.

Figure 13. CHADPCmethod in the third experiment: Observed
lumped disturbances d̂1(t) and d̂2(t).

reduced to a small neighbourhood of zero. Figure 12
shows the two control signals. As shown in Figure 5, we
can divide the test duration into six intervals according
to the comparison between the values of r1 and r2. For
example, in the second time interval (from the 330th
to the 560th second), r1 is increased to 14cm while r2
remains the same as 8cm. As a result, due to the concept
of hydrostatics, the composite controller pumps less liq-
uid into Tank 2, because the liquid is also coming from
Tank 1, as h1 > h2 during this interval. This can be seen
in Figure 13 by the decrease of u2 during this interval.

The disturbances d̂1 and d̂2 observed by the DO are
given in Figure 13. It is shown that they remain negative

during the third experimental test, as in the previ-
ous test, due to the delay of the liquid transport from
each pump to its corresponding tank.Moreover, we can
remark that when the level hi increases, the modulus of
d̂i decreases due to the decrease of the distance between
the corresponding liquid surface and the pump and vice
versa. This phenomenon confirms the previous given
explanation about the dynamics of the observed slow
time-varying disturbances in the two first experimental
tests.

In conclusion, from the above discussion, it can
be seen that the ENMPC is able to deal with the
non-measurable disturbances and compensate for the
steady-state error which is mainly caused by exter-
nal non-measurable disturbances. But it has small
side-effects like the aggressive control. Obviously, the
CHADPC technique (ENMPC method augmented by
the DO) outperforms ENMPC in disturbance rejection
and providesmore accurate tracking byminimizing the
settling times, the perturbation rejection durations and
the steady-state errors (as seen in Table 3). The mea-
surement of the disturbances by the DO provides an
important new added value to the control decision in
the CHADPC, which shows these enhancements in the
performances. However, the CHADPC has some dis-
advantages. In fact, this technique requires more com-
putation effort due to the parallel executions of the
controller and the observer. Moreover, this compos-
ite controller has three parameters (Tp, l1 and l2) and
requires more tunings than the ENMPC (with only
Tp) as well as each miscalculation made by the DO
may cause a tracking divergence since the online con-
trol calculation is based on the observed values of the
non-measurable disturbances.

5.3. Performance comparisonwith recent
reportedworks

As can be seen in model (1), the dynamics of a
multi-tank system depends on the area of the tanks
and the cross-sectional areas, which directly affect its
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Table 4. Comparisons with recent reported literatures.

Reference benchmarks Design methodology RMS e1 [cm] RMS e2 [cm] Remarks

A time-varying reference
signal and a step reference
signal

ENMPC (This paper) 0.7688 1.2919 Easy to design and implement in real time.
Provides better set-point tracking and good
disturbance rejection. Reduces tracking errors
compared to controllers in [4]. No need for
model linearization. No need for complex on-line
calculations for an optimization algorithm

CHADPC (This paper) 0.6208 0.9821 Overlaps with all remarks of ENMPC but suppresses
external disturbances faster. Reduces root mean
square errors and root mean square control
energy compared to ENMPC (see Table 3).
Reduces noise in control signals and provides
more comfort for actuators

PI Control [4] 1.5333 1.6268 Easy to design, implement, provides good set-point
tracking and disturbance rejection. However,
successful implementation of any of these
controllers first requires linearization of the
system. Therefore, several tests should be
performed first to match the real system and
the linearized model. No tested perturbations
rejections are applied during the control tests

PID Control [4] 1.5975 1.7669
Fractional-order PI with feed

forward Control [4]
1.4915 1.5926

Wavelet neural network-
based MPC [28]

– – The results show slightly better performance
than all the previous controllers. Promising
experimental results in abnormal situations
(valves malfunctions) are shown in this
study. However, for a successful real-time
implementation of this controller, an initial
computational setup is required to compute the
optimization algorithm online. Most complex
design comparing with the other methods and
more computation effort is needed

parameters. Moreover, the type of sensors and themax-
imum flow rate provided by the actuators result in
different boundary conditions for different apparatus.
Thus, if the experimental setup is not approximately
uniform, it may not be useful to make an accurate com-
parison of the level control performance with other
works. In the literature, we consider the works pre-
sented in [28] and [4] as the most important recent
works done in the control of the studied two-tank
MIMO liquid level system. In this section, we revisit
these two studies, which used two apparatus for their
experimental validations different from the current
used experimental setup shown in Figure 3. In [28], the
coupled tank apparatus TQ CE105MV is used, while
the four-tank system Feedback Instruments 33-041S is
used in [4].Despite these differences, rough experimen-
tal results comparisons are given in Table 4. Since the
time-varying reference signal and with the step refer-
ence signal benchmarks are close to those used in this
work are used in [4], the RMS tracking errors are quan-
titatively compared with the three controllers presented
in [4] which are the PI, PID and fractional-order PI. On
the other hand, only a qualitative comparison is made
with the wavelet neural network-based MPC in [28].

From the waveform of the real-time control, we can
see the superiority of the designed CHADPC and a sig-
nificant improvement in the tracking errors compared
to all the controllers applied in [4].However, the control
method used in [28] outperforms slightly better than
CHADPC, but it requires a more complex design and

much more computation efforts. Moreover, it is worth
highlighting that we have obtained competitive results
for the tracking performances, although the appara-
tuses used in [28] and [4] are much more convenient
for the experiments than our locally built apparatus.

6. Conclusions

This paper describes a composite control scheme for
the level tracking of a coupled two-tank MIMO sys-
tem. The proposed control methodology (CHADPC)
is based on the use of an overlapping implementa-
tion of a DO, in order to estimate the lumped distur-
bances acting on the controlled liquid levels, and on the
use of an explicit solution of the nonlinear MPC. The
global exponential stability of the proposed ENMPC
approach has been demonstrated. The performances of
the proposed ENMPC and CHADPC have been exper-
imentally tested on a real laboratory prototype. The
experiments show a high performance over the some
recent designed controllers in terms of trajectory track-
ing tasks. The robustness and disturbance attenuation
are improved by integrating the DO and designing
the CHADPC method. This proposed control scheme
solves the difficulties caused by themeasurement noises
and the mismatches in the calculated parameters in
applying the model-based control in a practical envi-
ronment. It also has the ability to estimate the trim
conditions and give a better condition to the actua-
tors. Finally, the presented disturbances rejection-based
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control methodology is well suited to deal with com-
plex control system problems. Due to its versatility
and simple real-time implementation, the synthesized
CHADPC is suitable to be robustly used in a variety
of real-world engineering applications, such as the level
control of the multiple-tank MIMO system.
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