
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=taut20

Automatika
Journal for Control, Measurement, Electronics, Computing and
Communications

ISSN: (Print) (Online) Journal homepage: https://www.tandfonline.com/loi/taut20

ERCNN-DRM: an efficient regularized convolutional
neural network with a dimensionality reduction
module for the classification of brain tumour in
magnetic resonance images

Selvin Prem Kumar S, Agees Kumar C & Jemila Rose R

To cite this article: Selvin Prem Kumar S, Agees Kumar C & Jemila Rose R (2023) ERCNN-DRM:
an efficient regularized convolutional neural network with a dimensionality reduction module for
the classification of brain tumour in magnetic resonance images, Automatika, 64:1, 79-92, DOI:
10.1080/00051144.2022.2103771

To link to this article:  https://doi.org/10.1080/00051144.2022.2103771

© 2022 The Author(s). Published by Informa
UK Limited, trading as Taylor & Francis
Group.

Published online: 08 Aug 2022.

Submit your article to this journal 

Article views: 323

View related articles 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=taut20
https://www.tandfonline.com/loi/taut20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/00051144.2022.2103771
https://doi.org/10.1080/00051144.2022.2103771
https://www.tandfonline.com/action/authorSubmission?journalCode=taut20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=taut20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/00051144.2022.2103771
https://www.tandfonline.com/doi/mlt/10.1080/00051144.2022.2103771
http://crossmark.crossref.org/dialog/?doi=10.1080/00051144.2022.2103771&domain=pdf&date_stamp=2022-08-08
http://crossmark.crossref.org/dialog/?doi=10.1080/00051144.2022.2103771&domain=pdf&date_stamp=2022-08-08


AUTOMATIKA
2023, VOL. 64, NO. 1, 79–92
https://doi.org/10.1080/00051144.2022.2103771

REGULAR PAPER

ERCNN-DRM: an efficient regularized convolutional neural network with a
dimensionality reduction module for the classification of brain tumour in
magnetic resonance images

Selvin Prem Kumar Sa, Agees Kumar Cb and Jemila Rose Rc

aDepartment of Computer Science and Engineering, CSI Institute of Technology, Thovalai, Tamil Nadu, India; bDepartment of EEE,
Arunachala College of Engineering for Women, Nagercoil, Tamil Nadu, India; cDepartment of CSE, St. Xavier’s Catholic College of
Engineering, Nagercoil, Tamil Nadu, India

ABSTRACT
Brain tumour is a severe disease that may lead to death if unrecognized and untreated. Brain
tumor identification and segmentation is a complex and task in medical image processing.
For radiologists, diagnosing and classifying tumor from various images is a challenging pro-
cess. When the data size is large, deep learning methods outperform conventional learning
algorithms. Convolutional Neural Networks are found to be one of the popular deep learning
architectures.Wepropose adeepnetworkwith an Efficient RegularizedCNNwithDimensionality
ReductionModule (ERCNN-DRM),whichworkswith less trainingdata andproducesmoreprecise
classification with minimal processing time and regularisation. The images are pre-processed,
segmented and then the dimension reduced features are extracted using the proposed algo-
rithmsand then theproposed regularized classification takesplace. Theexperiment is conducted
on TCIA dataset which contains a total of 696 MRI, 224 of which are benign and 472 of which are
malignant. The proposed scheme produces accuracy rate of 96.7% and reduces the complexity
by working on dimensional reduced data. Performance measures such as accuracy, recall, preci-
sion, F-measures are analysed and the system is found to be significant than other state-of-the
art.
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1. Introduction

The brain tumour is an irregular development of brain
tissue that may cause life loss in humans if left unde-
tected. It should be diagnosed and properly treated at
an early stage [1]. Till the signs have been noticed, tit
can grow very large. Usually,MRI (Magnetic Resonance
Images) and CT (Computer Tomography) images are
preferred by radiologists to diagnose brain tumours [2].
The tumour may increase the brain pressure, force the
brain against the skull, invading and destroying healthy
brain tissue and nerves. The type of symptom detected
is determined by the location of the brain tumour. This
is because the same functions are regulated by vari-
ous parts of the brain. Tumour types vary from per-
son to person. They can be developed in a variety of
ways, mature from several cell types and receive many
treatments. Tumours may be benign and malign. The
malign tumours are more dangerous than benign ones,
andmay grow fast and spread to other areas of the brain
and spine [3]. Diagnosing the brain tumour and its type
is a complicated and long process. The diagnosis of
brain tumours can be aided by image processing tech-
niques. Tumour treatment can be done with surgery,

chemotherapy, or radiation, only after the diagnosis.
Hence, diagnosis is an important phase.

MRI is used to identify tumours, because it is a bet-
ter imaging technique, and also offers knowledge about
soft tissue organization in humans. It is used to analyze
the human body organization. Furthermore, MRI is
more important and useful inmedical imaging, because
it provides different changes, within the various soft
tissues [4]. It plays a vital role in advanced scientific
studies of the human brain. MRI may reveal important
details about the structure of soft tissues. It also con-
tributes greatly to the precision of identification and
the advancement of brain pathology. The amount of
data required for manual interpretation is excessively
large, necessitating the use of computerized image
analysis [5].

The captured images are processed using software-
oriented algorithms, to distinguish the suspicious area
of the tumour, from the safe area in the image. The
obtained features of an MRI image are the most impor-
tant component because it represents an image in its
compact format. More feature extraction methods are
also used, allowing classifiers to categorize the tumour
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as benign or malign [6]. Compared to CT scan and X-
ray, MRI provides more flexibility. The benefit of MRI
is that it does not require radiation, which is harm-
ful to the human body [7]. Computer Aided Diagnosis
(CAD) [8–10] can be used for automatic detection.
Many researchers have recently presented various tech-
niques for detecting and segmenting the tumour area in
MRI [11].

The treatment is assisted by the specific segmen-
tation method, which helps in assessing the tumour’s
location to scale. Hence image segmentation is a cru-
cial process. Manual segmentation is a challenging
and time-consuming task. Therefore, some trained
algorithms used to segment the targeted area have
been proposed in Ref. [12]. Various researchers have
studied many segmentation techniques and classi-
fiers [13–18]. Mishra et al. [19] described the Dis-
crete Wavelet Transform (DWT), GLCM (Gray-Level
Co-Occurrence Matrix), and Gabor wavelet for brain
tumour segmentation and categorization. In the pre-
processing portion, the Ostu thresholding is car-
ried out initially. The tumour portions are detected
using K-means clustering. Similarly, the GLCM, DWT,
and Gabor wavelet were used to perform various
functions. Shen et al. [20] have proposed Condi-
tional Random Fields and Concurrent FCNs to per-
form the tumour segmentation. This article explains
MRI brain tumour segmentation, which included pre-
processing, segmentation, and post-processing. The
Median filter, Gaussian filter, and Gabor filter were
chosen for pre-processing phase, but they resulted
in blurred borders and edges and consumed a long
time.

Machine Learning (ML) is the study of algorithms
and mathematical models used to carry out a task,
without the use of explicit instructions, but relying on
patterns, and it is used in the medical field as a part of
AI. It is of two types: supervised and unsupervised [21].
Deep Learning (DL) is a subset of machine learning
that is focused on learning hierarchical feature learning
and learning data representations. For feature extrac-
tion, DL algorithms employ a system of multiple lay-
ers of nonlinear processing identities. Each sequential
layer’s output forms the next layer’s input. As we move
further into the network, this aids in data abstraction
[22,23]. Among deep learning methods, CNN is a bet-
ter method. Razak et al. [24] proposed two-path-way
group of conventional networks, showing 80% sensitiv-
ity. The ability of CNNs to learn complex feature rep-
resentations by themselves, using their convolutional
layers is a key reason for their success. Cui et al. [25] and
Alhichri et al. [26] have proposed a multi-scale deep
neural network, implemented with a SqueezeNet CNN
that performs similarly to AlexNet CNN, which shows
93.46% of accuracy. In 2018, Chelghoum et al. [27] pro-
posed nine-deep CNN architectures for feature extrac-
tion: AlexNet, GoogleNet, VGG16, VGG19, Residual
Networks, Residual Networks and Inception-v2, and

Squeeze and Excitation Network, showing an accuracy
of 90%. In 2019, Sunanda Das et al. [28] proposed a
CNN architecture with an accuracy rate of 94.39% to
detect glioma brain tumours and classify them into
three types. Sriramakrishnan et al. [29] have used
multi-sequence MRI datasets, accessible from BraTS,
and the article establishes a rapid and automated
method for brain tumour detection and segmentation.
The proposed method is divided into three phases:
identification of tumorous slices, tumour extraction,
and tumour substructure segmentation. TheMRI slices
are categorized using feature blocks and an SVM clas-
sifier. The Fuzzy C Means algorithm is used to sep-
arate tumour area, and the tumour substructures are
segmented using a probabilistic local ternary patterns
(PLTP) technique. Al-Tamimi et al. [30] have devel-
oped a threshold-based approach for brain tumour
detection, based on measures such as mean, energy,
and entropy. The existing work has the benefit that
CNN-based algorithms can learn complex feature rep-
resentations by themselves utilizing their convolutional
layers. The following are some of the drawbacks of
present brain tumour classification methods. Given
the medical importance of the classification problem,
the performance of state-of-the-art algorithms [25,27]
is insufficient. Before classification, earlier approaches
depended on manually drawn tumour sections. They
were unable to be fully mechanized as a result of this.
Existing automatic algorithms based on CNN and its
derivatives have not been able to significantly increase
performance.
Problem statement:
In brain tumour diagnosis, segmentation of tumour
and classifying them into benign or malign is impor-
tant. Previous systems need great improvement to
increase tumour detection precision, applicability, and
automation and they require work on large training
data, thus making the system complex. Some com-
puterized classification may not classify accurately and
may consume more time. There is a need to improve
image classification accuracy on huge datasets while
reducing processing time. Hence, we propose a novel
ERCNN-DRM method, which makes the system work
only on low dimensional data and outputs a regularized
classification result.
The main contribution of the paper is as follows:

(i) When used on brain MRI images, pre-processing
techniques in the existing systems, such as the
median filter, Gaussian filter, andGabor filter [20],
resulted in blurred borders and edges and con-
sumed a long time. Hence the bilateral filtering
technique is used in the proposed system to
overcome these drawbacks and enhance the per-
formance rate.

(ii) The proposed technique improves the quality of
the MRI images and sharpens the edges of the
tumour area.
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Figure 1. Workflow of the proposed methodology.

(iii) Several segmentation techniques in the existing
systems [29] rely on certain parameters and sta-
tistical information and thus take longer. Without
the use of any statistical information, the semantic
segmentation technique easily detects the tumour
since it is aware of the environment in which it
works.

(iv) The dimension of the segmented region is
reduced using an efficient SEGMENTATION–
PCA algorithm and, therefore, only a lesser
amount of data are required in the trainingmodel,
thus reducing the complexity of the system.

(v) Also, to regularize the classification outputs, an
efficient REG–CNN algorithm is proposed which
regularizes theCNNclassification and reduces the
complexity of the architecture.

The paper is organized as follows: Introduction is
depicted in Section 1. Section 2 shows the proposed
methods, Section 3 shows the experimental results and
Section 4 shows the conclusion.

2. Proposedmethodology

Figure 1 explains the workflow of the proposed
methodology. The entire process is carried out in four
stages: Pre-processing, Segmentation, Feature Extrac-
tion, Dimensionality Reduction and Classification.

2.1. Dataset

The Cancer Imaging Archive (TCIA) Public Access
repository was used to access brainMRI images, for the
assessment of the proposed work [31]. This collection
includes data from 20 patients that have recently been
diagnosed with glioblastoma. It contains 696 MRIs,
224 of which are benign and 472 of which are malign.
Each image is scaled at 224× 224 pixels in a JPG/JPEG
format.

2.2. Pre-processing

The bias fields cause MRI images to be damaged,
due to the various intensity levels. The main aim of
pre-processing is not only to remove the noise and

background data but also to enhance the image pixels.
The techniques used in this process are classified into
two types: frequency domain and spatial domain.

2.2.1. Bilateral filtering
Bilateral filtering is a spatial filter that smoothens the
image and preserves the edges. It prevents averag-
ing across the image edges and causes no loss in any
image data. The proposed method prefers bilateral fil-
tering, because of its non-iterative nature and its ability
to maintain the sharpness of edges. The constraints
needed in the noise removal process are window size
w, standard deviation σd and σr has to be adjusted to
the level of the noise. It uses a spatially weighted aver-
age in the edge smoothening process. In traditional low
pass filtering, the pixel of a point is assumed to be equal
to that of the pixel of nearby points:

o(x) = k−1d (x)||
∫ ∞
−∞

i(δ)c(δ, x)dδ (1)

where (c(δ, x)) defines the geometric proximity
between a neighbouring point x and the neighbour-
hood centre δ. Let i be input and o be output images
and they might be multiband. In addition,

kd(x) = ||
∫ ∞
−∞

c(δ, x)dδ (2)

The range of filtering is given as

i(x) = k−1r (x)||
∫ ∞
−∞

o(δ)s(o(δ), o(x)dδ (3)

where ((δ), (x) computes the image resemblance among
the pixel at the neighbourhood centre x and that of
close by point δ. Here the kernel computes the similarity
among pixels. The normalization constant is

−1
kr (x) = ||

∫ ∞
−∞

s(o(δ), o(x)dδ (4)

The bilateral filtering is described as given below:

i(x) = k−1(x)||
∫ ∞
−∞

o(δ)c(δ, x)s(o(δ), o(x)dδ (5)

where

k(x) =
∫ ∞
−∞

c(δ, x)o(o(δ), o(x)dδ (6)

Combined domain and range filtration is termed bilat-
eral filtering.

2.3. Segmentation

ToobtainROI (Region of Interest) definition and recog-
nition, many methods depend on segmentation per-
formance. The original image is segmented into its
constituent regions or subjects in medical image seg-
mentation. It’s also referred to as the image partition
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process. In medical imaging equipment, segmentation
is critical for extracting features from images, which are
then used to analyze patients and these characteristics
are useful for categorizing images into normal tissue
and abnormal tissue.

2.3.1. Semantic segmentation
Our proposed systemuses semantic segmentation since
the technique is aware of the context of the area, in
which it is working, say a tumour. The main aim of
semantic segmentation [32] is to comprehend an image,
down to the pixel level, marking each pixel with a class.

Several techniques discussed in the literature review
find edges or gradients, but they never had a pixel-
level perception of images in the way that humans do.
Semantic segmentation solves this problem by group-
ing the parts of images that belong to the same object of
interest. The algorithm is based on Faster-RCNN and
the steps are as follows.

Algorithm 1: Semantic Segmentation

1. We take an image as input and pass it to the ConvNet, which returns
the feature map for that image.

2. These feature maps are subjected to the Region Proposal Network
(RPN). The object proposals are returned along with their objectness
score.

3. These proposals are subjected to an ROI pooling layer, which reduces
the size of all proposals to the same level.

4. Finally, the proposals are sent to a fully connected layer, which
classifies and outputs bounding boxes for objects, where (i) the
height of the box is the difference between the y coordinates of any
top and bottom point, (ii) the width is the difference between the
x-coordinates of any left or right point, (iii) the area of the box is the
width times height, and (iv) the perimeter of the box is twice the
width plus height.

The mean Dice coefficient was used as the measure-
ment metric to evaluate the accuracy of segmentation.
The formula is as follows:

2 ∗|A ∩ B|
|A| + |B| (7)

where A is the predicted class of pixels and B is the
ground truth.

2.4. The dimensionality reductionmodule

In image classification, the training phase consumes
more time, as the dimension of the input data is high.
The number of input variables in training data can be
reduced, and the technique is referred to as dimension-
ality reduction. While using high-dimensional data, it
is often beneficial to minimize dimensionality, by pro-
jecting the data to a lower-dimensional subspace that
captures the data’s identity. One of the most com-
monly used approaches to data analysis is dimension-
ality reduction using Principal Component Analysis
(PCA) and its variants [33]. Once the image is subjected
to PCA, only the relevant features from the segmented
regions are extracted by deep learning techniques.

In this research, we propose an efficient algorithm
called SEGMENTATION–PCA to reduce the dimension
more efficiently than the optimum. The goal is to find
a subspace L of dimension m < d, that minimizes the
residual error of the points of Z projected onto L given
a matrix Zn∗d with points as rows. The PCA algorithm
generates a matrix Y of rankm and decomposes it into
the orthogonal basis V of size m using the decompo-
sition Y = AV of Y. The eigenfaces are the images,
produced by reducing the dimensionality of the seg-
ments. Using the PCA eigenfaces approach, each pixel
is treated as an image with its dimension. The following
is how the algorithm works:

Algorithm2: SEGMENTATION–PCA (Dimensionality
reduction)

Step 1: In the complete d-dimensional space, the optimal segmentation
for sequence X is discovered. As a consequence, we have segments
S = (S1, . . . , Sk) and d-dimensional vectors u1, . . . , uk for each segment’s
points. The algorithm then considers the set of k vectors u1, . . . , uk , each
of which is weighted by |Sj|, the length of segment Sj .

Step 2: LetUs = (u1, |S1|), . . . , (uk , |Sk|) denote this set of weighted vectors.
Intuitively, the set Us is a set of n d-dimensional points that approximate

the k d-dimensional points of the sequence X.
Step 3: We perform PCA on the collection of weighted points Us to
reduce the dimensionality from d tom. For each segment vector uj , the
PCA computation yields an approximate representation uj ′ such that
uj ′ =

∑
nt = 1.ajt .vt , j = 1, . . . , k (4.1) where v1, . . . , vm constitute a

basis, and ajt are real-valued coefficients.
Step 4: The vectors u1 ′ , . . . , uk ′ in Equation (4.1) are in an m-dimensional
space, and the weighted PCA’s optimality ensures that they minimize
the error P of all possible k vectors in m-dimensional space.

Step 5: The final step of the SEGMENTATION–PCA algorithm is to assign the
vector uj ′ computed by PCA to each segment Sj .

Step 6: The output is dimensional reduced segments for feature extraction.

In contrast to traditional PCA, the proposed
algorithm employs the mean of each class rather than
the specific image within the class. Because each class’s
average is a linear combination of within-class images,
it retains several variations of the specific image. In
other words, each image’s compression process is
more advantageous to image recognition. Furthermore,
another important benefit of the improved PCA is that
training time is highly reduced.

2.5. Proposed classification technique (ERCNN)

After the dimensional reduced features from the brain
region have been extracted, a few algorithms are used
to classify the images into their respective regions,
and they are referred to as classifiers. CNN is a com-
mon deep learning classification architecture. Convo-
lutional Neural networks (CNNs)-based applications
have become wide, where proper regularization is
greatly needed. The CNNs are composed of a large
number of layers, units, and connections relevant to
their complex structure, and various filters in each
convolutional layer. This is susceptible to overfitting,
which is amajor issue. Overfitting occurs when amodel
attempts to predict a general pattern in noisy data.
This is the result of an overly complex model, with
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Figure 2. CNN architecture.

an excessive number of parameters. Overfitted mod-
els are inaccurate because the pattern does not reflect
the reality present in the data. Several regularization
approaches, such as data augmentation, Dropout and
batch normalization, group normalization, Layer nor-
malization, and InstanceNormalization [34], have been
designed to address this issue and increase CNN effi-
ciency while reducing overfitting. In this paper, we
propose an efficient Regularized CNN, which drops
out random nodes during training. A single model
works on several different network architectures. The
idea behind this regularization approach is that, with
each training, the network learns with fewer nodes,
thereby reducing complexity. Thus, it reduces overfit-
ting and improves generalization error in deep neural
networks. It is cheap and efficient in terms of com-
putation. We propose a novel algorithm REG–CNN to
perform regularization. The proposed strategy differs
from the conventional dropout [35] in that it attempts
to block out themost active neurons, which are respon-
sible for producing sparsity in the model, at the point
where the hidden neurons are encouraged to acquire
more relevant features and extract usable information.
This improves the network’s ability to generalize. The
steps are as follows:

Algorithm 3: REG_CNN Algorithm

1: while training do
2: for each hidden layer do
3: rate ← U(0, r)
4: normTensor ← L2Normalize(Tensor)
5:max ← Max(normTensor)
6: keptIdx ← IdxOf(normTensor, (1 − rate) ∗ max)
7: returnTensor ← Tensor ∗ KeptIdx
8: end for
9: end while

Each layer’s output yields a x× y× z tensor, where
the image size is represented by x and y, and the number
of feature maps produced for each convolutional kernel
is denoted by z. Step 6 builds a new tensorwith the same
shape as the input one and assigns 1 where (1− rate)×
max is larger than a certain threshold at a specific tensor
point; otherwise, it sets that place to 0.

2.5.1. CNN architecture
The CNN architecture is made up of six layers: three
convolutional layers accompanied by a max pooling
layer, two completely connected layers and the soft-
max layer. The architecture of the CNN is shown in
Figure 2.

2.5.2. Layer description
Convolutional layer. The first layer is used for feature
extraction from input images. The convolution oper-
ation is performed in the input image, and then the
resultant is passed to the following layer. The feature
map is obtained by the dot product between the fil-
ter, and the sections of the input image with respect
to the filter size are taken, by sliding the filter over
the input image, and it contains details about the cor-
ners and edges of an image. Then the feature map
is fed to other layers, to learn other features from
the input image. Each convolutional layer is accom-
panied by a max pooling layer. The calculation of
the features of the convolutional layers is obtained
using

ynl = fl(
∑

m→ nlyml− 1),

where yln the nth feature map of l-layer, m→ ln is
C-kernel, while feature extraction from layer-l, and
yml−1 is the characteristic patterns linked to layer-l.
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Figure 3. ResNet-50 architecture.

Max pooling layer. Maximum pooling, also known as
max pooling, is a pooling process that decides the max-
imum value in each function map region. The result is
a collection of down-sampled feature maps which show
the region’s most prominent feature.

Fully connected layer. The Fully Connected (FC) layer
is the layer found, before the output layer. It connects
the neurons between two different layers. Here, the flat-
tened output from the previous layer is fed as the input.
The classification process begins to take place at this
phase. The proposed method uses two completely con-
nected layers with 600 and 300 units performed after
the convolutional layers.

Dropout layer. It is used to regularize the classification.
On the first, second, and third convolutional layers, and
two completely connected layers, a dropout layer with
a probability of 0.5 is added to the output.

Softmax layer. The Softmax layer is the last layer in
CNN. It is used to classify the images into different
classes. The output of the layer is classified as benign
and malign tumours.

2.5.3. Trainingmodel
ResNet-50. Figure 3 describes the ResNet-50 architec-
ture. It’s Kaiming He et al.’s 50-layer Residual Network
from Microsoft Research [36]. Feature transformation
is referred to as residual. It corresponds to the features
that that layer learns from its input.

ResNet accomplishes this using shortcut connec-
tions (connecting the input of the mth layer directly to
the input of some (m+ x)h layer). Compared to con-
ventional networks, these networks are much easier to
train. It also improves accuracy. The input image each
of size 224× 224 is analyzed. To reduce the feature map
size, the next layers are of lower scale in resolution

Table 1. Data split-up.

Type of tumour
Total
images

Training
images

Testing
images

Validation
images

Benign 224 74 75 75
Malign 472 252 75 145

and to increase accuracy it is the upper scale in width.
ResNet-50 has fewer parameters and high accuracy.

3. Simulation results and discussion

This section deals with the obtained results, and its dis-
cussion of brain tumour classification. ERCNNDRM is
performed on the brain MRI to detect and classify the
tumorous images into benign and malign. We experi-
mented on brain tumour MRI from the TCIA dataset
[31]. This collection includes data from 20 patients,
who have recently been diagnosed with tumours. It
holds 696 MRIs, 224 of which are benign and 472 of
which are malign. We split our data into training, vali-
dation, and testing, as shown in Table 1, to evaluate our
model accuracy. The experiment is done using MAT-
LAB 2020 on a CPU 2.3 GHz core i5 processor with
8 Gb of ram. Our proposed model showed 97% accu-
racy in our training data and 96.7% accuracy in our
validation dataset. The following steps show the results
obtained from the brain MRI from the database.

3.1. Pre-processing

The MRI images are subjected to the pre-processing
method, to improve the contrast and the quality of the
image. Figure 4 shows the input images.

In the proposed system, bilateral filtering is used for
pre-processing brainMRI images. The filter smoothens
and sharpens the edges of the images, as shown in
Figure 5.Once the pre-processing techniques is applied,
the pixel quality of the image is increased and further
subjected to segmentation.
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Figure 4. Input image.

Figure 5. Pre-processed image.

3.2. Segmentation

Following the pre-processing, the obtained image is fed
to the segmentation method, to segment the tumorous
area from the brain tumour MRI. Semantic segmenta-
tion performs segmentation by recognizing the object
at first using a bounding box, as shown in Figure 6,
and then segments the tumour portion, as shown in
Figure 7.

3.3. Classification

Following the segmentation, the segmented features are
dimensionally reduced using PCA operations and then
fed into the CNN classifier, which then classifies the
brain images into benign and malign. The parameters
used in the CNN architecture are given in Table 2.

The confusion matrix obtained during the simula-
tion process is shown in Table 3.
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Figure 6. Object recognition.

Figure 7. Segmented tumour.
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Table 2. Parameters of CNN layers.

Layer Filter size

Convolutional layers 15, 20, 25 with size 5× 5
Max pooling layer 2× 2
Fully connected layers 600 and 300 units

Table 3. Confusion matrix.

Output class Benign 73 TP (48.7%) 3 FP (2%) 96.1% PPV
Malign 2 FN (1.3%) 72 TN (48%) 97.3% NPV

97.3% Sensitivity 96.0% Specificity 96.7% Accuracy
Benign Malign

Target class

In Table 3 among 75 benign cases, 73 cases are cor-
rectly classified as benign (TP), while two of them are
misclassified as malignant (FN). Among 75 malignant
cases, used for testing 72 cases are correctly classified
as malign (TN), while three of them are misclassified as
benign (FP). The percentage of TPs obtained using the
proposed work is 48.7%, the percentage of FPs obtained
is 2%, the percentage of FNs obtained is 1.3%, and the
percentage of TNs obtained is 48%. The accuracy of
classifying the tumours into benign and malign, using
the proposed work is 96.7%.

3.4. Performancemetrices

True positive (TP): In the case of a tumour input, the test
would be positive.
True negative (TN): In the case of a non-tumour input,
the test would be negative.
False positive (FP): In the case of a non-tumour input,
the result is positive.
False negative (FN): In the case of a tumour input, the
result would be negative.
Accuracy: The amount of perfect recognition of tumour
in the MRI a, b, c, d, e and f.

Accuracy = a+ b/c+ d

Sensitivity (TPR): The sum of positive results predicted
accurately is called a True Positive Rate (TPR).

TPR = a/a+ d

Specificity (TNR): The total of negatives predicted accu-
rately is the True Negative Rate (TNR).

TNR = b/b+ c

Precision: The percentage of expected positives that are
true positives.

PPV = a/a+ c

F-measure: The average of precision and sensitivity.

F −measure = 2a/a+ c+ d

Table 4. Segmentation evaluation.

Methods Dice coefficient

K-Means [40] 0.6710
Rough Fuzzy C-Means [41] 0.7722
OUAT [42] 0.6239
Proposed 0.8970

False-positive rate (FPR): The fraction of all negatives
still provides positive test outcomes.

FPR = c/c+ b

False-negative rate (FNR): The percentage of positives
still provides negative test outcomes.

FNR = d/d + a

Balanced error rate (BER): The moderate error rate on
the positive and negative outcomes.

BER = 1–0.5× ((sensitivity + specificity) / 100)

Negative predictive value (NPV): The outcome is posi-
tive instead of a negative result.

NPV = b/b+ d,

where a and b are the true positive and true nega-
tive results and c and d are the false positive and false
negative values, respectively.

3.5. Performance analysis

The performance analysis for the pre-processing
method, proposed segmentation algorithm, proposed
dimensionality reduction algorithm, proposed regular-
ization and the CNN classification is done by compar-
ing with other existing methods in this section. Fur-
thermore, statistical analysis using the Friedman test
and Post-Hoc Holm procedure is done to show the
superiority of the proposed system over other systems.

3.5.1. Segmentation analysis
Dice coefficient. The Dice coefficient is used to analyze
the correctness of the segmentation results.

Table 4 tabulates the segmentation accuracy for var-
ious algorithms, namely, K-Means, Rough Fuzzy C-
Means (RFCM), optimized U-Net and adaptive thresh-
olding (OUAT) algorithms and the semantic segmenta-
tion used in the proposed system, which are evaluated
using the Dice Coefficient.

Table 4 shows the segmentation accuracy obtained
from various methods, such as K-Means, RFCM and
OUAT algorithms. The Dice Coefficient value (0.89)
obtained from the proposed work is more significant
than other methods.

Furthermore, the segmentation time for testing data
is described in Table 5. The computational performance
of four existing methods and the proposed method is
studied.
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Table 5. Comparative analysis of seg-
mentation time of different methods.

Works Processing time

Pereira et al. [43] 8 s–24min
Havaei et al. [44] 8min
Kamnitsas et al. [45] 30 s
Dong et al. [46] 2–3 s
Proposed 1.80 s

Figure 8. Comparison of the regular PCA and proposed PCA.

Table 6. Training parameters.

No. of Epochs 50

Batch size 20
Dropout rate 0.5
Learning rate 0.001

Table 7. Performance comparison of conventional and pro-
posed dropout regularization methods.

Parameters Conventional dropout Proposed dropout

Training accuracy 0.867 0.916
Training loss 0.359 0.294
Test accuracy 0.821 0.918

The segmentation techniques proposed by various
authors and the proposed technique are studied and
tabulated in Table 5. The semantic segmentation used
in the proposed system takes 1.80 s, which is compara-
tively more significant than other systems illustrated in
Table 5.

Performance analysis of regular PCA and our proposed
SEGMENTATION-PCA. The proposed SEGMENTA-
TION_PCA algorithm is compared with the existing
PCA and the result is shown in Figure 8.

Figure 8 shows that the proposed PCA technique
requires less memory than the existing PCA technique.

3.5.2. Classification analysis
Table 6 shows the training parameters considered to
simulate the proposed system.

Performance analysis of the proposed dropout regu-
larization methods. Table 7 shows the performance
comparison of conventional and proposed dropout reg-
ularization methods.

Table 8. Comparison of BER and NPV.

Parameters BER NPV

Proposed 0.013 0.973
ANN [47] 0.09 0.79
Multi-SVM [48] 0.13 0.6
KNN [49] 0.18 0.57

Table 7 shows the loss for the proposed method,
and our proposed method achieved a lower loss of
0.294, training accuracy of 0.916 and test accuracy of
0.918.

Sensitivity and specificity. The sensitivity and speci-
ficity of various methods are compared with the pro-
posed method and shown in Figure 9.

Figure 9 represents the performance comparison
of the proposed scheme with different methods, such
as ANN, Multi SVM, and KNN. The performance of
specificity and sensitivity are analyzed for the proposed
approach and other methods. Figure 9 shows that the
proposed method achieved better sensitivity (97.3%)
and specificity (96%) rates than other methods.

Precision and F-measure. Figure 10 shows the pre-
cision and F-Measure comparison of the proposed
scheme with different methods, such as ANN, Multi
SVM, KNN. Figure 10 shows that the proposed
approach achieved better precision (94.8%) and F-
Measure (95.8%) rates than those of other methods.

FPR and FNR. Figure 11 represents the FPR and FNR
comparison of the proposed scheme with different
methods, such as ANN, Multi SVM, and KNN. Figure
10 shows that the proposed approach achieved the bet-
ter FPR (0.424) and FNR (0.029) rates than those of
other methods.

BER and NPV. Table 8 represents the BER and NPV
comparison of the proposed scheme with different
methods, such as ANN,Multi SVM, andKNN. It shows
that the proposed approach achieved better BER (0.013)
and NPV (0.973) rates than those of other methods.

Accuracy vs. Epoch. Figure 12 describes the accuracy
vs. epoch graph obtained during the training and val-
idation phase. It proves that the proposed system is
highly significant.

Loss vs. Epoch. Figure 13 describes the loss vs. epoch
graph obtained, during the training and validation
phase. It proves that the proposed system is highly
significant.

Comparative analysis of the accuracy of different state-
of-the-art methods. The comparative analysis of the
accuracy of different state-of-the-art methods and the
proposed method using various protocols is shown in
Table 9.
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Figure 9. Sensitivity and specificity graph for a different scheme.

Figure 10. Precision and F-measure comparison.

Table 9 shows that the proposed scheme provides an
accuracy rate of 96.7% which is more significant than
other state-of-the-art methods. The proposed ERCNN-
DRM used to classify the brain images provides better
results than other state-of-the-art methods.

ROC curves. Figure 14 shows the area under the
ROC curve (AUC) Ac, which is a valuable metric

for determining how well a device can differentiate
between two diagnostic classes. Figure 14 shows the
ROC curves obtained using different deep learning
methods. The region (Ac) under the ROC curve of the
proposed ERCNN method is greater than that of other
approaches, implying that it is closer to 1 than others. As
a result, the suggested approach has the greatest ability
to distinguish.

Table 9. Comparative analysis of the accuracy of different state-of-the-art methods.

Name of authors MRI protocols Validation protocols Dataset Accuracy (%)

Hasan and Linte [50] Brain U-Net DCNN BRATS 91
Prabhu and Jayachandran [51] Brain Hybrid SVM Unknown 91.6
Ratna et al. [39] Brain Multi-SVNN BRATS 93
Malathi and Sinthia [52] Brain BPN Unknown 93
Proposed Brain ERCNN TCIA 96.7
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Figure 11. FPR and FNR comparison.

Figure 12. Accuracy vs. Epoch graph.

Figure 13. Loss vs. Epoch graph.

3.6. Statistical analysis

3.6.1. Friedman aligned ranking (FAR)
To statistically verify the superiority of the proposed
method, we utilized the non-parametric Friedman

Figure 14. ROC AUC curve.

Table 10. FAR rank based on the
AUC curve.

Methods FAR rank

Proposed 3.11
KNN [49] 7.5
ANN [47] 9.7

aligned ranking (FAR) test [37]. FAR test based on the
area under curve (AUC)metric is analyzed and listed in
Table 10. Thenull hypothesis (H0) is stated asH0: There
is no such significant variation among all the models,
i.e. all the models are equivalent, alternatively, the alter-
native hypothesis (H1) contradicts the same. Here, the
Friedman test has been conducted for the statistical sig-
nificance of the models. In Friedman Test, each model
is assigned a rank based on the AUC of the models. The
highest rank is assigned with the smallest number and
the lowest rank is assigned with the highest number.
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Table 11. Post-Hoc Holm test.

Methods Unadjusted p-value

Proposed .147299
KNN [49] .09769
ANN [47] .000084

Table 10 shows that the proposed system performed
well than the other existing methods such as KNN
and ANN. The proposed system has obtained a better
ranking (3.11).

The Post-Hoc test experiment has been conducted
after the rejection of the null hypothesis using theHolm
procedure. The Holm procedure [38] computes the
performance of each model with others using z-value
and p-value. However, after applying the Holm test, we
obtained the results, as shown in Table 11.

From Table 11, we can observe that the Holm
test rejected the hypothesis with unadjusted p-values
smaller than 0.001213. Therefore, neither the proposed
method nor the KNN was rejected. On the contrary,
only the ANN network was rejected, showing signifi-
cant differences (inferior performance) compared with
the other algorithms.

4. Conclusion

This paper proposes an improved accurate and auto-
mated system for recognizing benign and malign brain
cancers through MRI classification. The proposed sys-
tem uses bilateral filtering for pre-processing of brain
tumour MRI. The outputs from the segmentation tech-
nique show that the semantic segmentation technique
provides better results than other existing methods dis-
cussed in the literature. Then the segmented region
was supposed to a dimensionality reduction technique
to reduce the complexity of the classification process.
Finally, the proposed ERCNN is used to classify the
images into benign or malign. The proposed system
ERCNN-DRM reduces the complexity of the system
by working on reduced dimensional data. The perfor-
mance of the proposed classifier and various methods,
such as ANN, Multi SVM and KNN is compared, and
it is found that the accuracy obtained through the pro-
posed system is 96.7% which is higher than that of the
existing classification techniques, as discussed in the lit-
erature. It is found that the proposed method was more
accurate to classify images through the CAD system.
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