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1. Introduction

The fast development of mobile communication enables quick innovation in terms of new applications and venture formation due to its broad coverage and robust ecosystem. The impending fifth generation (5G) of mobile networks is projected to provide new chances to sustain long-term profitability in the era of the Internet of Things (IoT), autonomous driving, and augmented and virtual reality (AR/VR) services. 5G cellular architecture and associated air interface improvements [1] are currently being developed, with 75 billion projected by 2025 [2] to support large deployments of connected devices. 5G is not just a step up from past generations of cellular technology; it’s a game-changing technology that promises to break through barriers to global connectivity in terms of access, bandwidth, performance, and latency. 5G services have the ability to significantly improve global quality of life through facilitating software advances, sectors, and business models. Through extraordinary use cases for new mobile, e-Health, electric cars, smart buildings, and home automation are examples of applications that require high data rates, low latency, and a large number of connections, 5G networks, in contrast to current 4G networks, offer new wireless interfaces that support higher frequencies and spectrum efficiency.

As an air interface technique, several wireless protocols include Orthogonal Frequency Division Multiplexing (OFDM) [3]. DAB (digital audio broadcasting), DVBT (digital video broadcasting for terrestrial television), WLAN (802.11 family), and 4G cellular technologies are all examples (LTE-A). OFDM has several advantages, including low complexity equalization, which makes it immune to inter-symbolic interference (ISI). This is accomplished through the use of a Cyclic Prefix (CP) and Frequency Domain Equalization (FDE). The efficient use of IFFT/FFT processing reduces the Waveform processing. Seyye Hadi et al. [4] proposed the greedy deterministic algorithms based on the OFDM system. In this technique, they optimize the value with the help of pilot. The pilot are references signal to use in transmit and receive side.

In this algorithm, to solve the optimization problem (e.g. AdHoc WSN) use three algorithm and they define the properties and compare the all channel. In addition, when the distances of both pilots are multiple integrals, a minimum distance term is introduced, resulting in a short runtime and minimal complexity. It
recovery all problems with the help of channel estimation methods. The three algorithms are used in OFDM and compare the BER and SNR. Jung-Chieh, Chen et al. [5] identified the main problem of OFDM with sparse channel estimation in a pilot. To reduce the complexity and increases the accuracy with OFDM system and also increase the spectral efficiency. In a simulation result, the pilot are using an OFDM to provide better performance as compared to the other computational method like equi-spaced scheme and random method.

OFDM is a modulation technique for the latest version of 4G wireless communication system in high bit rate transmission system. The bandwidth is precious and it provides a more number of users in channel estimation. Channel estimation plays an important part in an OFDM system. It is used for increasing the capacity of orthogonal frequency division multiple access (OFDMA) systems by improving the system performance in terms of bit error rate. Osvaldo et al. 2004 [6] Proposed the pilot is based on channel estimation for OFDM system. Because OFDM systems use a rapid fading channel, channel estimation and tracking is done by broadcasting a signal that contains known pilot symbols in specific places.

When compared to other qualities, several researchers propose improvements to the OFDM waveform to reduce spectrum contamination and sensitivity to carrier frequency offset. Recently GFDM, FBMC [7], UFMC [8], and BFDM [9] have been proposed to replace OFDM. Advancements and replacements to the OFDM waveform have been presented in recent research. The objective is to create a waveform that is simple to broadcast and receive, resistant to frequency offset and hardware flaws, has adequate time and frequency localization, and can be easily updated to meet 5G requirements by adding MIMO signal processing.

The paper’s main contributions can be summarized as follows:

- Novel SLM-based technology termed CBBO–SLM was established and used in the GFDM system.
- This novel CBBO based SLM algorithm has been used to reduce the PAPR at lowest level compared to the existing technique.

The following is how this paper is organized: The first section introduces the recommended flow, while the second section explains the relevant tasks. Section 3 defines the intended work. The CBBO-based SLM and the chaotic BBO algorithm are discussed in this section. Section 4 analyses the simulation findings before presenting the conclusions in Section 5.

2. Related works

GFDM is a non-orthogonal multi-carrier modulation method made up of a number of subcarriers, each of which comprises sub symbols produced over many time intervals. A prototype circular convolution filter is used to pulse-shape the subcarriers independently. The amount of subcarriers and sub symbols, as well as the degrees of freedom assessed by the prototype filter, determine GFDM flexibility. The OOB emissions of GFDM decrease as a result of using a pulse shaping filter, making it suitable for noncontiguous frequency bands. The GFDM synchronization limitations could also be reduced by employing an additional cyclic suffix.

Rosas et al. (2015) [10] established a power allocation technique for two different multicarrier systems, OFDM and GFDM, using the Genetic Algorithm. This method seeks the greatest power value for each subcarrier in order to maximize the overall downlink CR network throughput of the SUs. The GFDM system outperforms the OFDM system in terms of SUs. Panaitopol et al. (2012) [11] examine and assess the sensing properties of the GFDM system using cyclo-stationarity features. Matthe et al. (2015) [12] established a technique for achieving transmit diversity with a GFDM system by using Widely Linear Estimation (WLE) to decrease the impact of the ISI. To optimize overall throughput for the SUs while remaining within maximum power and interference limitations for cognition, an efficient power allocation method based on the PS algorithm is utilized.

Zewail et al. (2016) investigated the GFDM system [13]. To optimize the SU’s data rate while preserving the Access Point’s maximum transmitted power and the PUs’ threshold interference, the PS method is applied to find the best power level for each sub-channel. Bitnerr et al. [14] provide a more efficient method for OOB emission as well as PAPR reduction. Sim et al. [15] use a Quadratic Programming methodology to create a practical pulse shaping filter that reduces the PAPR. According to numerical simulations, the proposed pulse shaping filter reduces the PAPR by roughly 3 dB. The impact of HPA nonlinearity on GFDM systems is investigated by Jayati et al. [16]. In this study, the Rapp model is utilized to model the HPA type Solid State Power Amplifier (SSPA).

Based on the filter bank idea the GFDM modulation as a multicarrier modulation was initially developed [17]. The matrix model for the GFDM transmitter was constructed in linear form in [18]. Furthermore, the BER and OOB emission of GFDM, as well as the effects of pulse shaping on GFDM performance, were investigated using various prototype filters [19,20] examined GFDM’s adaptation to 5G networks by looking at a number of its features. Although GFDM appears to be a reasonable candidate for 5G, it has a restricted practical implementation. One is that it is more complex than OFDM, which is a major disadvantage. As a result, the receiver’s complexity was reduced by modelling GFDM in frequency domain and leveraging the sparse feature of the filter in [21].
Furthermore, [21] recently demonstrated a low-cost modem structure based on the rapid Fourier transform (FFT). For the air interface of 5G networks, a flexible multicarrier modulation technique has also been suggested [22]. GFDM’s flexibility allows it to be utilized for CP-OFDM and single carrier frequency domain equalization (SC-FDE).

To reduce the high PAPR in GFDM systems, two PAPR reduction methods have been proposed: clipping [23] and precoding [24,25]. While clipping reduces PAPR, it also causes distortion and reduces bit error rate (BER) performance. The Walsh–Hadamard transform was employed in the precoding approach in [26], which resulted in a 2.5-dB PAPR decrease. Filtering is used to transport data symbols to the appropriate time slot and frequency range, allowing the data block to be split into many subcarriers and sub symbols. Using pulse shaping techniques, the PAPR was lowered by about 2 dB [27–29].

In practice, these ideal pulse shaping filters, on the other hand, are non-causal and unattainable, truncation is required to execute the ideal pulses, which causes frequency domain distortion. Jeyanti and Shipan [30] devised a novel hybrid Particle Swarm Optimization–Pattern Search Algorithm (PSO–PS). It has been successfully utilized to determine the best power value for each subcarrier in order to maximize total throughput.

The quantity of formed candidate signals exceeds the amount of phase sequences generated randomly in this SLM process. In terms of PAPR reduction capabilities, simulated testing shows that the related approach beats the standard SLM [31]. Pamungkasari et al. examine [32] the performance of the low complexity time domain cyclic SLM (TD-C-SLM) in MIMO-OFDM systems. TD-C-SLM generates the signal candidates by summing the original OFDM signal another work done by Pamungkasari et al. [33] proposed the effects of cyclic shift resolution of the OFDM system with C-SLM-DC-MF scheme on the system performance, in terms of PAPR reduction, accuracy, and bit error rate (BER). Prasad and Ramesh [34] analyzed various phase sequences such as Riemann, Centering, Cen-

3. Proposed work

The goal of this study is to develop CBBO-based SLM methods for PAPR reduction. CBBO-based phase optimization is used to identify effective choices with fewer search numbers rather than producing a large number of random phase sequences. To optimize phase sequences, the CBBO method employs the SLM algorithm. SLM technique stands out as one of the most preferred PAPR reduction algorithms due to its both easy to use structure and efficient, that is useful for finding effective solutions in discrete space.

(a) GFDM transmitter

The first phase in the GFDM transmitter is the QAM mapping of the information bits. The corresponding approach divides the whole band into several sub-bands, some of which are assigned a set of QAM patterns.

\[ X_b(k) = \begin{cases} X(K), & \text{if } (b-1)(\frac{N}{B}) \leq k \leq b(\frac{N}{B}) - 1 \\ 0, & \text{otherwise} \end{cases} \] 

\[ K = 0, 1, 2, \ldots, N - 1; \ b = 1, 2, 3, \ldots, B. \]

The symbol sequence is specified by \( X(K) \), and the frequency domain data of the sub-band \( b \) is represented by \( X_b(k) \). \( N \) and \( B \) stand for the number of subcarriers and sub-bands, respectively, while \( k \) stands for the subcarrier indices. Following that, each sub-band is subjected to the inverse fast Fourier transforms (IFFT) procedure [22].

\[ X_b(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X_b(k)e^{\frac{j2\pi kn}{N}}, \]

\[ 0 \leq n \leq N - 1; \ 1 \leq b \leq B \]  \hspace{1cm} (2)

Figure 1 shows the advancement of the GFDM system transceiver. To create an encoded data vector \( \vec{b}_c \), the data source first sends a data vector \( \vec{b} \) to the encoder. A signal mapper translates groups of encoded bits into symbols, where is the number of bits per symbol in the modulation scheme. Figure 3 depicts the progress of the GFDM system modulation. The resulting vector \( \vec{d} \) represents a specific block with \( N \) symbols separated into \( M \) sub-symbols and \( K \) sub-carriers.

\[ \vec{d} = (\vec{d}_0^T, \ldots, \vec{d}_{M-1}^T)^T \]  \hspace{1cm} (3)
where
\[ d_m = (d_{0,m}, \ldots, d_{k-1,m})^T \] (4)

Each individual symbol \(d_{k,m}\) indicates the data symbol that will be sent on the GFDM block’s \(k^{th}\) sub-carrier and \(m^{th}\) sub-symbol. Each symbol \((d_{k,m})\) is filtered with the pulse shape that it corresponds to, as described by (4).

\[ g_{k,m}[n] = g[(n - mk) \mod N]e^{-j2\pi k/n} \] (5)

Where the sampling index is indicated as \(n\) and \(g_{k,m}\) is the time and frequency shift of the prototype filter’s.

The transmit samples that arise can be represented as
\[ x[n] = \sum_{k=0}^{k-1} \sum_{m=0}^{m-1} g_{k,m}[n]d_{k,m} \] (6)

where \(n = 0, \ldots, N - 1\). It’s possible to rewrite the previous equation as
\[ \ddot{x} = A\ddot{d} \] (7)

where \(A\) is the source matrix, which has size of \(KM \times KM\) and is defined by
\[ \begin{bmatrix} g_{0,0} & \cdots & g_{k-1,0} \cdots & g_{0,1} & \cdots & g_{k-1,1} \cdots & \cdots & g_{0,m-1} & \cdots & g_{k-1,m-1} \end{bmatrix} \] (8)

(b) Channel

The wireless channel impulse response \(h[n]\) should be equal to or less than the channel length. At the receiver, precise synchronization and channel status information are also expected. The received waveform may be represented as follows:
\[ y[n] = x[n] \ast h[n] + w[n] \] (9)

where \(w[n]\) denotes the AWGN with zero mean and \(\sigma^2\) variance, and \(\ast\) refers to circular convolution with respect to \(n\) and periodicity \(N\). After that, the frequency domain equalization is done as follows:
\[ \ddot{x}(n) = F^{-1}\begin{bmatrix} F(y[n]) \\ F(h[n]) \end{bmatrix} \] (10)

where \(F\) – the Discrete Fourier Transform.

(c) GFDM Receiver

The receiver demodulation can be expressed as
\[ \hat{d} = B\ddot{x} \] (11)

The demodulation matrix is denoted by \(B\).
\[ B = A^{-1} \] (12)

The PAPR at the GFDM system’s transmitter needs to be reduced. Because a large linear dynamic range in the radio frequency power amplifier (RFPA) is required for a high PAPR. If this is not done, the launch signal will easily enter the nonlinear area, resulting in sounds that will increase system error and performance loss. However, increasing the linear range reduces device efficiency and raises the expense of practical engineering due to the low possibility of a peak signal occurrence. As a result, we’ll need to figure out how to disable the PAPR signal. Finally, the GFDM signal’s PAPR can be described as follows [22]:
\[ \text{PAPR}(dB) = 10\log_{10} \frac{\sum_{n=0}^{N_{max}} + L_c + L_f - 1 |s(n)|^2}{E[|s(n)|^2]} \] (13)

3.1. PAPR reduction scheme using CBBO based selective level mapping in GFDM

Selective Level Mapping (SLM) lowers the likelihood of a high peak but does not eliminate it. This method was proposed by Bauml et al. (1996), who introduced the SLM scheme as one of the first probabilistic techniques that was compatible with a variety of subcarriers. Figure 2 depicts the complete process of producing GFDM signals. In this figure, the transmitter block consists of conversion of data into binary bits followed by a channel coding i.e. convolution coding suitable for noisy channel. The order bit selector is used to select the
QAM constellation such a way that the PAPR is scaled down. The output of modulation is given as input to the serial to parallel converter, here the subcarrier is split into M non overlapping sub blocks. Then phase sequence for every sub block the GFDM signal is generated and it is applied modulaton matrix in order to minimize PAPR in the GFDM system. By using optimization algorithm the phase factors are generated. To retrieve the data at the receiver, receiver should know the generation scheme.

The input data is separated into many sub-blocks and transformed to parallel by the converter in this approach [8] is the definition of the supplied data:

\[ X = [X_0, X_1, X_2, \ldots, X_{N-1}]^T \] (14)

The input data sequence is then multiplied by the phase sequence to produce the input symbol sequence. Rotation factor \( B^{\mu} \), rotates the phase sequence.

\[ X^{\mu} = IFFT(X \otimes B^{(\mu)}) \] (15)

where

\[ B^{\mu} = [b_{0}^{\mu}, b_{1}^{\mu}, b_{2}^{\mu}, \ldots, b_{N-1}^{\mu}]^T \] (16)

In the order of phases:

\[ |b_{n}^{\mu}| = 1, \quad (n = 0, 1, N - 1). \] (17)

\( \pm 1 \) is commonly used to avoid the complication of complex multiplication or to combine unmodified and modified data. The supplied data is then multiplied by the phase difference \( U \). Phase \( U \) is in the following order:

\[ X^{U} = [X_0 b_{0}^{\mu}, X_1 b_{1}^{\mu}, X_2 b_{2}^{\mu}, \ldots, X_{N-1} b_{N-1}^{\mu}] \] (18)

where \( (\mu = 0, 1, U - 1) \).

Following a comparison of the \( U \) data sequences \( x(u) \), the most ideally mapped \( x \) with the lowest PAPR is chosen.

\[ \hat{x} = \arg \min_{0 \leq u \leq U} [\text{PAPR}(X^{(u)})] \] (19)

To minimize the loss, use several optimization strategies in SLM by altering parameters like gain and learning rates. The CBBO is a recently proposed intelligent optimization method inspired by biogeography theory that is applied here. The biogeography-based methodology focusses mostly on examining species distribution in nearby ecosystems. Simon proposed [37] BBO after relating the phenomenon of migration and mutation during species evolution to engineering optimization challenges.

The SLM steps in the GFDM system are written in the following algorithm.

<table>
<thead>
<tr>
<th>Algorithm – modelling of slm for gfdm systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( d \leftarrow b ) \quad \rightarrow \text{mapping 16 QAM}</td>
</tr>
<tr>
<td>2. ( A \leftarrow g ) \quad \rightarrow \text{pulse shaping RRC}</td>
</tr>
<tr>
<td>3. ( x \leftarrow Ad ) \quad \rightarrow \text{output GFDM}</td>
</tr>
<tr>
<td>4. ( X \leftarrow XN ) \quad \rightarrow \text{partition into sub block}</td>
</tr>
<tr>
<td>For ( n=0:U-1 )</td>
</tr>
<tr>
<td>5. ( x^{UV} \leftarrow X \otimes B^{(UV)} ) \quad \rightarrow \text{multiplied with rotation factor}</td>
</tr>
<tr>
<td>6. ( X^{(UV)} \leftarrow x^{UV} ) \quad \rightarrow \text{IFT}</td>
</tr>
<tr>
<td>7. ( \text{PAPR}(X^{(UV)}) ) \quad \rightarrow \text{choose minimum PAPR}</td>
</tr>
<tr>
<td>8. ( \hat{x} \leftarrow \text{PAPR}(X^{(UV)}) ) \quad \rightarrow \text{optimized signal}</td>
</tr>
<tr>
<td>9. end for</td>
</tr>
</tbody>
</table>

Chaos is a type of random motion condition that is directly derived from a deterministic equation and it is not generated by unpredictability of external causes [14]. Chaos movement’s ergodicity causes the variable to traverse all states in a given range according to its laws and not to repeat. The chaos optimization technique avoids slipping into the local optimum due to the ergodicity properties of chaotic mapping, and the ability to fine search is improved.

In the BBO algorithm, the chaotic mapping operation is used to implement the selection, migration, and mutation operators. The detection capability can be improved by combining the chaotic and selection operators with the migration operator. The combination of mutation operator with chaotic strategy improves the exploring capability on the solution set. The following graph depicts the link between the habitat suitability index (HIS) and the suitability index variables (SIV).

\[ \text{HIS} = f(\text{Habitat}) = f(SIV_1 - SIV_{\text{near}}) \] (20)

The migration and mutation of species are important stages in BBO. The emigration rate (\( \lambda \)) and the...
immigration rate ($\mu$) are both functions of the population of a species ($S$). There are several functions that can be used to explain the relationship, but we will use the cosine model, which is shown as

$$
\begin{align*}
\lambda_k &= \frac{1}{2} \left(1 + \cos \left(\frac{kn}{n}\right)\right) \\
\mu_k &= \frac{1}{2} \left(1 - \cos \left(\frac{kn}{n}\right)\right)
\end{align*}
$$

When there are no species in the ecosystem, maximum immigration and zero emigration occur. As the number of species grows, the immigration rate falls to zero, whereas emigration rises to the maximum amount $E$. When the two rates are equal, the value of $S$ is stabilized at one point. Assume that the species population in one habitat is $\lambda_s$, and $\mu_s$ that the immigration and emigration rates are defined as follows:

$\lambda_s = 1(1 - \frac{S}{S_{\text{max}}})$  \hspace{1cm} (22) \\
$\mu_s = \frac{ES}{S_{\text{max}}}$  \hspace{1cm} (23)

Suppose that $E = I$ for simplicity, so $\lambda_s + \mu_s = E$. BBO decides whether or not to adjust SIVs based on the values of the immigration and emigration rates. The following is a detailed description of the migration procedure.

BBO updates solutions by simulating the mutation mechanism. Habitats with lower species count probability ($P_S$) are more prone to mutation. Assume that $N$ is the number of habitats and that $m_{\text{max}}$ is the maximum mutation rate. The habitat mutation rate is calculated as:

$m(S) = m_{\text{max}}(1 - \frac{P_S}{m_{\text{max}}})$  \hspace{1cm} (24)

where $P_{\text{max}} = \arg \max P_S$, $i = 1, 2, \ldots, N$, $P_S$ denotes the probability that one habitats contains $S$ kind of species. The relationship between $P_S$ and the migration rate can be represented as:

$$
P_S = \begin{cases}
-(\lambda_S + \mu_S)P_S + \mu_{S+1}P_{S+1}S = 0 \\
-(\lambda_S + \mu_S)P_S + \lambda_{S-1}P_{S-1} + \mu_{S+1}P_{S+1} \\
1 \leq S \leq S_{\text{max}} - 1 \\
-(\lambda_S + \mu_S)P_S + \lambda_{S-1}P_{S-1}S = S_{\text{max}}
\end{cases}
$$

(25)

Furthermore, when the population of a species in one habitat achieves a stable state, then the corresponding probability increases.

$$
P_k = \begin{cases}
P_0 = \frac{1}{1 + \sum_{k=0}^{n} \frac{\lambda_k \mu_k \lambda_1 \lambda_2 \lambda_3 \ldots \lambda_{k-1}}{\mu_0 \mu_1 \mu_2 \mu_3 \ldots \mu_k}} \\
P_k = \frac{1}{1 + \sum_{k=1}^{n} \frac{\lambda_k \mu_k \lambda_1 \lambda_2 \lambda_3 \ldots \lambda_{k-1}}{\mu_0 \mu_1 \mu_2 \mu_3 \ldots \mu_k}} 
\end{cases} \quad k = 0, 1, 2, \ldots, n$ \hspace{1cm} (26)

The chaotic selection operator aids the BBO algorithm in selecting habitats in chaotic states to facilitate exploration. The chaotic migration operator, on the other hand, allows the CBBO algorithm to perform the migration operation in a chaotic pattern, restoring the exploration ability. Furthermore, in the CBBO method, distinct chaotic maps are merged with the selection operator and the migration operator to generate various exploration and exploitation patterns, enhancing the global searching ability. Random motion states obtained by constant equations are referred to as chaos. Chaotic variables exhibit chaotic states due to their randomness, ergodicity, and regularity. The term ergodicity refers to the fact that chaotic variables move through all states without repeating. Because chaotic variables are derived by constant equations, regularity implies that they are derived by constant equations. Figure 3 depicts the flow chart of CBBO-based selective level mapping in GFDM.

The common Logistic map is a typical chaotic system that is utilized with the equation as

$$Z_{n+1} = \mu Z_n (1 - Z_n) \quad n = 0, 1, 2, \ldots$$

(27)

where $\mu$ is the control parameter and is the command parameter. This control parameter always positive and it lies in the range of $0 \leq \mu \leq 4$. Once the value of $\mu$ is known, the equation iterates to a fixed sequence with an arbitrary beginning value $Z_0 \in [0, 1]$. When $\mu$ equals to 4, the system will be in a state of partial chaos. Because chaotic optimization is ergodic, the evolutionary process is prone to jumping out of the local optimal solution.

4. Simulation results and discussion

This section evaluates the performance of the proposed system of SLM-based technology termed CBBO-SLM system for the reduction of PAPR performance. The simulation was made in the in the communication environment. The modulation scheme is 16 QAM and the channel model used is AWGN. The number of subband is 8. The cyclic prefix ratio used in this work is 1/8. The parameters are summarized in Table 1.

Table 1. Simulation parameter.

<table>
<thead>
<tr>
<th>Number of subcarriers</th>
<th>$N = 128$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of modulation</td>
<td>16 QAM</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>15.36 MHZ</td>
</tr>
<tr>
<td>Channel model</td>
<td>AWGN</td>
</tr>
<tr>
<td>FFT size</td>
<td>1024</td>
</tr>
<tr>
<td>Type of HPA</td>
<td>SSPA</td>
</tr>
<tr>
<td>Oversampling factor</td>
<td>$L = 64$</td>
</tr>
<tr>
<td>Number of subbands</td>
<td>8</td>
</tr>
<tr>
<td>Cyclic prefix ratio</td>
<td>1/16</td>
</tr>
<tr>
<td>Length of cyclic prefix</td>
<td>$L_0 = 64$</td>
</tr>
<tr>
<td>Filter type</td>
<td>Dolph chebyshev</td>
</tr>
<tr>
<td>Filter length</td>
<td>$L_T = 64$</td>
</tr>
<tr>
<td>Search number</td>
<td>$SN = 512$</td>
</tr>
</tbody>
</table>
versus SNR for a different modulation, we note that in the QPSK modulation the SNR for BER $= 10^{-5}$ was about 14 (dB), whereas when we use QAM the results at BER $= 10^{-5}$ were 14 and 18 (dB).

QPSK is an important modulation scheme it allows for higher data rates and spectral efficiencies. It achieves high rate transmission without increasing the bandwidth in wireless communication systems. The PAPR $[\text{dB}] – \text{Pr}[\text{PAPR} > \text{PAPR}_0]$ curve of each approach is derived in Figure 5 to evaluate the PAPR reduction capability of the CBBO-SLM method with the existing procedures. As demonstrated in Figure 5, the proposed method is obviously the best performing technique for lowering the PAPR of the original signal to the lowest values.

Even though the existing Biogeography-based SLM approaches mentioned yield some PAPR increases in specific amounts over the original signal, our proposed CBBO-SLM procedure achieves the biggest improvement. For example, for CCDF $= 10^{-5}$, the PAPR gains achieved by the GA-SLM, BBO-SLM, and CBBO-SLM over the original signal are 7, 6.50, and 5.95 dB, respectively, whereas the conventional GFDM and SLM achieve the largest gain of 11 and 7.5 dB.

The result of the subcarrier quantity on the PAPR $[\text{dB}] – \text{Pr}[\text{PAPR} > \text{PAPR}_0]$ curves of the investigated
Figure 4. BER vs. SNR performances of the QPSK and QAM modulation schemes.

Figure 5. The effect of different parameter combinations on the PAPR reduction performance of CBBO–SLM technique.

Figure 6. PAPR [dB] – Pr [PAPR > PAPR0] curves of the SLM, GA–SLM, BBO–SLM and CBBO–SLM schemes for 64 and 128 subcarriers.

Figure 7. Spectral efficiency of the different SLM schemes.

Figure 8 illustrates the side lobe levels of the GFDM transmission signal after PAPR reduction using the SLM, GA–SLM, BBO–SLM, and CBBO–SLM schemes.

Spectral efficiency, measured in bits per second per Hz, is a valuable technique for performance analysis. Sum rate is a term used to describe spectral efficiency. The spectral efficiency of the stated PAPR reduction strategies is simulated using the parameters from Figure 7. Only Rayleigh fading is assumed in this simulation, not an AWGN channel. Less than 24fK BW is used by GFDM. Around edge subsymbol carriers have zero values due to the frequency domain RC filter. This suggests that GFDM’s effective BW is less than 2M. It uses 24 subsymbol carriers with 4fM, especially in GFDM. The difference between subsymbol carriers has been extended to 4fK, and the frequency of the GFDM SLM has been widely dispersed. Spectral efficiency in wireless communications speeds is affected by the number of users accessing the network concurrently. In this scenario, the data transfer rate depends on the transmission device’s bandwidth and the transmitted signal or the signal-to-noise power ratio. When the signal-to-noise ratio is improved, it also boosts spectral efficiency and channel capacity. To put it simply, more data must be sent over the available spectrum to use it efficiently.
techniques. In the same figure, the influence of the SSPA’s input back off (IBO) parameter, which is utilized in amplifying the GFDM waveform, is evaluated for IBO values of 10, 11, and 12 dB, respectively. In this simulation, the SSPA parameter smoothness ($p$) is set to 3. Figure 8 clearly demonstrates the need of lowering the PAPR of GFDM waveforms via an effective approach for reducing spectral leakages by limiting the SSPA-based signal degradations found in high PAPR transmission signals. Because the CBBO–SLM method provides the greatest PAPR improvement, as demonstrated by prior simulation findings, it also produces the lowest amounts of side lobes. For IBO = 11 dB, the SLM, GA–SLM, BBO–SLM, and CBBO–SLM techniques, respectively, provide side lobe levels of $-47.30$ dB, $-50.87$ dB, $-54.86$ dB, and $-57.60$ dB. For low IBO values, SSPA amplifies the GFDM waveform close to its saturation area. SSPA is more likely to approach saturation during the amplification phase for the associated IBO values, resulting in considerable degradation of the related signals and the formation of side lobes in the PSD graph. As a consequence, raising IBO from 10 to 12 dB lowers side lobes in all of the methods depicted in Figure 8.

The first step in decreasing the BER of a GFDM waveform to acceptable levels is to minimize its high PAPR, which enhances the distortive effect of the SSPA. As shown in Figure 9, the CBBO–SLM scheme delivers the maximum BER improvement for each IBO value, because it surpasses the other strategies by lowering the PAPR of the GFDM waveform signal to the lowest level. When amplifying the original GFDM signal waveform optimized by current models and CBBO–SLM schemes, the BER values of the original GFDM signal and the corresponding PAPR reduction processes at 24 dB SNR value.

Table 2 reveals that our proposed CBBO–SLM technique beats all other strategies evaluated. The CBBO–SLM approach could be applied to a variety of transmission systems in the future to reduce PAPR. For IBO = 11 dB, the SLM, GA–SLM, BBO–SLM, and CBBO–SLM techniques, respectively, provide side lobe levels of $-47.30$ dB, $-50.87$ dB, $-54.86$ dB, and $-57.60$ dB. For low IBO values, SSPA amplifies the GFDM waveform close to its saturation area. SSPA is more likely to approach saturation during the amplification phase for the associated IBO values, resulting in considerable degradation of the related signals and the formation of side lobes in the PSD graph. As a consequence, raising IBO from 10 to 12 dB lowers side lobes in all of the methods depicted in Figure 8.

In future investigations, in CA-based transmission systems, the CBBO–SLM scheme, with its great PAPR reduction capabilities, should be considered as a serious option in solving the aforementioned PAPR problem. On the other hand, comprehensive complexity analysis can reveal the practical restrictions of applying the CBBO–SLM to CA-based systems.

5. Conclusion

In this work, a unique approach was developed to provide an effective solution to the high PAPR problem of the GFDM waveform, dubbed CBBO–SLM. In a comparable method, an effective mechanism dubbed the CBBO algorithm was applied to make it acceptable for the optimization of phase sequences consisting of ones and minus ones in discrete space. The CBBO-based phase adjustment improves the performance of the SLM method. We utilized simulations to compare our suggested approach to not just classic SLM but
also state-of-the-art schemes such as GA–SLM and BBO–SLM in order to better grasp its potential. While our suggested strategy produces a total PAPR gain of 5.95 dB over the original GFDM waveform at CCDF = 10^{-5}, the CBBO–SLM technique achieves PAPR increases of 0.16, 0.30, and 0.45 dB over the BBA–SLM, GA–SLM, and conventional SLM techniques, respectively. In addition, our proposed method has the lowest BER. Simulation findings clearly demonstrate that our proposed CBBO–SLM scheme has a different potential to be among the most sought PAPR reduction techniques due to its superior performance in decreasing the PAPR of GFDM waveforms.
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