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Abstract: Traditional credit risk prediction models mainly rely on financial data. However, technological innovation is the main driving force for the development of enterprises 
in strategic emerging industries, which is closely related to enterprise credit risk. In this paper, a novel prediction framework utilizing technological innovation text mining data 
and ensemble learning is proposed. The empirical data from China listed enterprises in strategic emerging industries were applied to construct prediction models using the 
classification and regression tree model, the random forest model and extreme gradient boosting model. The results show that the model uses the technological innovation 
text mining data proven to have significant predict ability, and top management teamꞌs attention to innovation variables offer the best prediction capacities. This work improves 
the application value of enterprise credit risk prediction models in strategic emerging industries by embedding the mining of technological innovation text information. 
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1 INTRODUCTION  
 

Technological innovation is the main driving force of 
sustainable economic and social development. Chinaꞌs 
government has announced that it will shift its economy 
from traditional industries to a more advanced and green 
technology-driven model and proposes to vigorously 
cultivate and develop strategic emerging industries to gain 
technological advantages in the international competition 
[1]. The strategic emerging industries suggested by the 
China government are a group of seven industries-energy 
conservation and environmental protection, new energy, 
new energy automobiles, biotechnology and medicine, 
new materials, new generation IT, high-end equipment 
manufacturing, and corresponding sub-industries [2]. 
Strategic emerging industries play a key role in promoting 
ecological civilization construction, green China, and 
sustainable economic and social development [3]. Strategic 
emerging industry enterprises (SEIEs) constitute the 
backbone of the strategic emerging industry. However, it is 
difficult for SEIEs to raise funds from commercial banks 
since the uncertainty of the R&D prospect of SEIEs makes 
their credit risk higher than that of traditional enterprises. 

On one hand, SEIEs contribute considerably to the 
sustainable development of the economy and technology; 
on the other hand, lending to SEIEs may come with greater 
risks than lending to traditional enterprises. This dilemma 
has attracted considerable research interest among both 
academics and practitioners. Since the groundbreaking 
work of Altman [4], many credit risk prediction models 
focusing on enterprises and utilizing various traditional 
financial indicators have been proposed [5-10]. However, 
there are few works of literature on credit risk prediction of 
SEIEs. Due to the ability of traditional financial data to 
predict the credit risk caused by the uncertainty of future 
scientific and technological competitiveness is limited. 

Another form of data, innovation information, can 
solve this problem; such data include R&D investment, 
intangible assets, and the top management teamꞌs attention 
to innovation (TMTAI) that can be constructed through 
text mining technology. 

Therefore, the purpose of this study is to prove that 
using traditional financial ratios and adding innovative 
information of text mining can significantly predict the 
credit risk of SEIEs. To prove the innovation information 
feasibility and applicability in the major mainstream 
models, we selected the two most popular ensemble 

learning models - random forest (RF) and extreme gradient 
boosting (XGBoost) and their base model-classification 
and regression tree (CART) - to test the result. The 
collected data were then subjected to CART, RF, and 
XGboost model tests to demonstrate their reliability using 
various classification methods. In total, external data of 70 
listed SEIEs from 2017 to 2019 were selected as the 
research sample in this study. 

The main contributions of this study are as follows. 
Firstly, we build an ensemble learning model of credit risk 
assessment embedded with text mining technology. 
Secondly, this study compares the credit risk prediction 
ability of strategic emerging industry enterprises with 
various types of innovative information. Thirdly, this work 
expands the literature on credit risk prediction models for 
enterprises in strategic emerging industries. 

The rest of the paper is organized as follows: In section 
2, we review the literature. In section 3, we put forward a 
research framework as the basis of the research problem, 
and explain the research data and variables. We also 
introduce the text mining method and the ensemble 
learning model. The model is verified by the listed 
companies in China's strategic emerging industries. In 
section 4, we discuss the results of the empirical analysis. 
Finally, the conclusion is given in the last section. 

 
2 LITERATURE REVIEW 
2.1 Literature Review of Credit Risk Prediction 

Methodologies 
 
There are two main types of enterprise credit risk 

forecast methods: one is the traditional statistical analysis 
method, such as discriminant analysis [4] and logistic 
regression analysis [5]. Discriminant analysis model is the 
earliest statistical model used in the prediction of enterprise 
credit risk, the other is machine learning methods, such as 
ensemble learning approach [6, 7], artificial neural network 
(ANN) approach [8, 9], support vector machine (SVM) 
approach [10] etc. Parisa Golbayani et al. [11] applied all 
machine learning methods to the same datasets from 2009 
to 2018 for enterprises in energy and healthcare industries, 
all their results show that ensemble learning methods have 
better prediction performance than SVM and ANN. 
Meanwhile, the present research concentrates on the 
ensemble learning approach which is an effective method 
and possesses excellent credit risk forecast performance   
[12, 13]. 
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As CART is widely used in the base model of ensemble 
learning, the RF and XGBoost are frequently utilized 
ensemble learning methods for credit risk prediction. All 
the three methods were adopted in this study. 

 
2.2 Literature Review of Variables Used in Credit Risk 

Prediction 
 
In terms of credit risk identification indicators, in the 

field of enterprise credit risk research, most researchers 
used financial ratio indicators to build risk identification 
models [4, 14]. Some scholars believe that most of the 
previous research on enterprise credit risk prediction is 
based on quantitative data and lacks the mining of 
qualitative text information. Therefore, many scholars 
began to introduce text analysis into the research of credit 
risk prediction, quantify the qualitative text information 
such as news reports, network public opinion and legal 
decisions, and then add it to the credit risk prediction model 
[15, 16]. However, because the above research information 
comes from outside the company, its value is relatively 
limited, and the information conveyed by the management 
as an internal person is more valuable. Some scholars have 
verified that the management tone of the text content 
transmission has indeed improved the effectiveness of the 
enterprise credit risk early warning model by analysing the 
text characteristics of the press conference and annual 
report of listed companies [17, 18]. 

In recent years, the innovation attention of senior 
executives has become an important dimension to measure 
the innovation ability of enterprises. Scholars' research 
shows that CEOs' attention to new technologies has affected 
the number of patent applications for high-tech industrial 
enterprises [18, 19]. The attention of the top management 
team to technological innovation is the degree of attention 
paid by the top management team to technological 
innovation. The more attention the senior management 
team pays to technological innovation, the more attention 
the senior management team pays to issues related to 
technological innovation. To sum up, the attention of the 
senior management team to technological innovation 
represents the attention of the senior management team to 
all issues related to technological innovation. The higher the 
attention, the stronger the enterprise's technological 
innovation ability in general. 

In terms of research on the relationship between 
enterprise innovation capability and credit risk, Wojan et 
al.'s research results show that the vast majority of long-
term surviving manufacturing enterprises will shift from 
non-innovation strategies to incremental or broader 
innovation directions [20]; Lee et al. analysed the 
technological innovation characteristics that affect the 
survival period of SMEs in the Korean manufacturing 
industry, and found that the innovation characteristics 
related to technology have a positive effect on the survival 
of SMEs [21]. The research results of Zhang et al. show that 
innovation measured by patents, innovation efficiency and 
enterprise import and export activities can improve the 
survival rate of Chinese high-tech enterprises [22]. Li et al. 
reported that the R&D input of firms can significantly 
decrease firm death rates [23]. Fernandes and Paunov find 
that new products can increase the likelihood of firm 
survival under certain conditions [24]. Helmers and Rogers 
suggest that firm survival duration is positively and 
significantly associated with innovation [25]. 

It can be seen from the above literature that in the 
current research on enterprise credit risk identification 
methods, the evaluation indicators mostly use quantitative 
indicators such as financial indicators and text information 
such as management tone, legal judgment, media, and 
investor sentiment. For SEIEs, these pieces of information 
ignore the important factor of technological innovation 
ability that leads to the credit risk of SEIEs, through text 
analysis of the text technological innovation information of 
the TMTAI transmitted by the annual reports of SEIEs; this 
study establishes a credit risk identification method for 
SEIEs based on the combination of technological 
innovation information reflecting the technological 
innovation ability of enterprises and financial data 
reflecting the financial status of enterprises in combination 
with common financial indicators and indicators measuring 
the technological innovation ability of enterprises. The 
selection of indicators cannot only objectively and 
comprehensively reflect the current operating conditions of 
SEIEs, but also reflect the potential impact of SEIEs' 
technological innovation level on future credit risk from the 
three aspects of TMTAI, R&D and technological 
achievements. It has important academic value in updating 
the credit risk identification methods of SEIEs. 
 
3 RESEARCH METHODS 
3.1 Research Framework 
 

This paper establishes a research method framework 
for credit risk assessment of SEIEs based on text analysis 
and ensemble learning, as shown in Fig. 1. Firstly, the 
unstructured text data related to technological innovation in 
the annual reports of listed SEIEs are reprocessed in natural 
language, including Chinese word segmentation, the stop 
words, etc. in combination with reading the annual reports 
of listed SEIEs and screening the technological innovation 
keyword set based on relevant literature, the TMTAI is 
constructed through TF-IDF algorithm. Then, through 
characteristic importance analysis, the impact of a single 
indicator of financial and technological innovation on 
enterprise credit risk is compared and analysed. Finally, 
through the ensemble learning model, the impact of 
financial indicators and technological innovation 
combination indicators on enterprise credit risk is compared 
and analysed, to realize the construction of the research 
framework of credit risk assessment method system for 
SEIEs. 
 
3.2 Data and Variable  
 

As the previous work has repeatedly shown, it is not 
reliable to use only the financial data for SEIEs credit risk 
prediction. Therefore, this study uses financial data and 
innovative information based on text mining to train the 
proposed prediction model. We collected the annual data 
of 70 listed companies in strategic emerging industries in 
China from 2017 to 2019. There are 15 high credit risk 
listed enterprises with *st in the data set, and 55 non *st 
low credit risk listed enterprises. The *st listed enterprises 
refer to special listed enterprises that suffer delisting risk 
warning due to abnormal financial conditions. We use                 
t ‒ 2 year data of listed companies in strategic emerging 
industries to model and predict whether the listed 
companies will have credit risk in t year. From 2019 to 
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2021, 15 listed companies in strategic emerging industries 
by *st were taken as research samples, and the 
corresponding 55 normal listed companies in strategic 
emerging industries were taken as matched samples. As the 
number of high credit risk enterprises is less than that of 
low-risk enterprises, and the data is unbalanced, we use 
SMOTE algorithm to balance the samples, and finally 
obtain 55 samples of high credit risk enterprises and 55 

samples of low credit risk enterprises, a total of 110 
samples. The data in this paper comes from the Choice 
financial terminal and the annual reports of listed 
companies. The collected text data mainly includes the 
discussion and analysis of the operation part of the annual 
reports - "overview" and "prospects for future 
development". 

 

 
Figure 1 A framework of the research method of credit risk assessment of SEIEs based on text analysis and ensemble learning 

 
There are two main indicators to evaluate the credit 

risk of SEIEs: financial indicators and innovation 
indicators. Financial indicators are divided into 11 
evaluation indices based on the recommendations of Zhang 
et al. [26] and innovation indicators are divided into 3 
evaluation indices, which are based on suggestions of 
Angilella et al. [27] and Chen et al [18]. These 14 
indicators were used as the source independent variables of 
the models. These independent variables are defined in    
Tab. 1. 

The main financial indicators to evaluate the credit risk 
of SEIEs are: liquidity index, leverage index, profitability 
index, and growth index. The innovation information was 
categorized into three types: management innovation 
attention information - top managers team attention to 
innovation (TMTAI), innovation capital investment 
information- proportion of R&D investment in sales 
revenue, and intellectual property information, which can 
be represented by the proportion of intangible assets in 
fixed assets. 

Table 1 List of independent variables 
Serial number Variable name Variable categories 

1 Current Ratio Liquidity 
2 Quick Ratio Liquidity 
3 Asset-liability Ratio Liquidity 
4 Inventory Turnover Leverage 
5 Accounts Receivable Turnover Leverage 
6 Total Asset Turnover Leverage 
7 Fixed Asset Turnover Leverage 
8 ROA Profitability 
9 Net Profit Margin Profitability 
10 ROE Profitability 
11 Capital Increment Rate Growth 
12 R&D/Sales Innovation 
13 Intangible Assets/Fixed Assets Innovation 
14 TMTAI Innovation 
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In this paper, the construction method of the top 
management teamꞌs attention to innovation is based on the 
text data of the annual reports of listed companies in 
strategic emerging industries, and the word segmentation 
module of "Jieba" in Python programming language is used 
to segment the words of "overview" and "outlook for the 
future development of the company" in the chapter of 
"discussion and analysis of operation and management" of 
the annual reports. Based on the research of Chen et al. [18], 
we use the file based method. By counting the number of 
words reflecting technological innovation in the annual 

reports of listed companies in strategic emerging industries, 
reconstructing the TMTAI indicators in the sample, 9 
keywords related to technological innovation constitute the 
vocabulary search dictionary for the content analysis of 
technological innovation of SEIEs (Tab. 2), including 
intellectual property, innovation, patent, technology,                 
R&D, experiment, talent, science and technology, and 
research. With reference to the measurement method of 
Chen et al. [18] on innovation attention, the sum of TF-IDF 
of key words related to technological innovation of each 
enterprise is counted as the TMTAI indicator. 

 
Table 2 Glossary of technological innovation 

Chinese chuangxin jishu yanfa 
English innovation technology research and development 
Chinese rencai zhuanli zhishichanquan 
English talent patent intellectual property 
Chinese shiyan yanjiu keji 
English experiment research science and technology 

 
Using text analysis, we searched for the above key 

words in SEIEs' annual reports. We calculate the TMTAI 
of SEIEs as follow, where nj is the number of occurrences 
of innovation keyword in annual report j, and the 
denominator is the sum of the occurrences of all the words 
in annual report j. |D| is the total number of files contained 
in the corpus. The denominator is the number of files 
containing the innovative keyword t. 
 

 
log

1 :

j

kj jk

n D
TMTAI TF IDF

n j t d
   

 
  (1) 

 
3.3 Model 

 
This research adopts ensemble learning method as the 

main research method. Ensemble learning method is a 
method to improve the accuracy of machine learning 
algorithm by constructing and combining the integration of 
base machine learning classifiers. Each base classifier only 
needs to have medium accuracy on the training set. 
Decision tree is usually used as the base classifier, and the 
two most popular ensemble learning methods are bagging 
ensemble and boosting ensemble. 

 
3.3.1 Base Classifier Model-Classification and Regression   
         Tree (CART) 

 
It is a decision tree algorithm proposed by Breiman                    

et al. [28]. Classified regression tree is a typical binary 
decision tree, which can be used for classification or 
regression. If it is used to predict discrete data, a 
classification tree is generated. If it is used to predict 
continuous data, a regression tree is generated. In this study, 
the classification decision tree algorithm is used as the base 
classifier of the random forest algorithm, and the 
regression decision tree is used as the base classifier of the 
extreme gradient boosting algorithm, to classify high credit 
risk enterprises and low credit risk enterprises. 

The algorithm of the classification decision tree is as 
follows: 

Input: the data set is D = {(x1, y1), (x2, y2), ..., (xi, yi)};  
(1) The Gini index of the existing feature pair training 

data set D is calculated, for each feature A, for all possible 

values of a, the Gini index of the training data set D for 
each feature a is divided into two parts: D1 and D2 
according to a = A and a! = a, the formula for calculating 
the Gini index of A = a is as follows: 
 

  1
1 2

2( ) ( )Gini , Gini Gini
D D

D A D D
D D

       (2) 

 
(2) After traversing all features A, the Gini index of all 

possible values of A is calculated. The feature and cut-off 
point corresponding to the minimum Gini index of D are 
selected as the optimal partition, and the data is divided 
into two subsets. 

(3) Continue to call steps (1) (2) on both subareas until 
the stop condition is met. 

(4) The CART is generated. 
Output: CART 

The algorithm of regression tree is shown as the 
following: 

Input: the data set is D = {(x1, y1), (x2, y2), ..., (xi, yi)};  
(1) Traverse variable j, scan the splitting point s for the 

fixed partition variable j: 
 

  1 1|ˆ ave ,i ic y x R j s          (3) 

 

 2 2( | , )ˆ i ic ave y x R j s         (4) 

 
Select the optimal segmentation variable j and the 

slitting point s, which makes the equation reach the 
minimum value. 
 

 
 

 
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(2) The region is divided by the selected (j, s) and the 

corresponding output value is determined: 
 

       
1 2,{ | } { | }, ,  j jR j s x x s R j s x x s       (6) 
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(3) Continue to call steps (1) (2) on both subareas until 
the stop condition is met. 

(4) The input space is divided into m regions R1, R2, ..., 
Rm, and the decision tree is generated: 
 

   
1

ˆ x
M

m m
m

f x c I R


          (8) 

 
Output: f(x) 
 
3.3.2 Bagging Ensemble - Random Forest Model (RF) 
 

The principle of bagging ensemble is to improve the 
classification effect by combining the classification results 
of multiple training sets, that is, creating and combining 
multiple classifiers. Its representative algorithm is random 
forest algorithm. The random forest (RF) algorithm was 
proposed by Breiman [29]. It is an integrated algorithm 
based on classification tree. The algorithm is a classifier 
containing multiple decision trees. By selecting several 
groups of independent decision trees, the final classifier is 
formed, and then the final classification is obtained by 
averaging the output of each decision tree. In addition to 
randomly selecting data subsets, random forest also 
randomly selects subsets on each node, and calculates the 
best partition on that node only within a given subset. This 
structure provides uncorrelated or weakly correlated 
predictions. Random forest has the advantages of 
processing unbalanced data sets, effectively reducing over 
fitting probability, and fast training speed. According to the 
research of Breiman [30], the principle of random forest 
algorithm is as follows: 
K samples with the same sample size as the original 
training set are extracted from the original training set. 
These samples are used to establish K decision trees 
respectively, and the final classification is obtained by 
voting according to the K classification results. Random 
forest uses training sets with different structures to improve 
the differences between classification models to improve 
the generalization prediction ability of the integrated model. 
After K rounds of training, the classification model 
sequence {h1(X), h2(X), …, hk(X)} is formed. They form a 
classification model that uses simple majority voting to 
determine the result.  

Final classification decision: 
 

      
 1

1  if   is true,
arg max

0   otherwise.

k

i
Y i

I
H x I h x Y

I

 


    
  (9) 

 
H(x) represents the combined classification model, hi 

represents the single classification tree model, Y represents 
the target variable, and Eq. (9) represents that the final 
classification result is determined by voting. 
 
3.3.3 Gradient Boosting Ensemble - Extreme Gradient  
         Boosting Model (XGBoost) 
 

Gradient boosting ensemble constructs a composite 
classifier by training the classifiers in turn and increases the 
weight of error classification observations through 
iteration. Compared with the example of correct prediction, 

the observation results of previous classifiers' wrong 
prediction are selected more frequently. Bosting ensemble 
combines the prediction of classifier set with weighted 
majority voting and gives more weight to more accurate 
prediction. Gradient boosting decision tree is a widely used 
boosting ensemble algorithm, which is an iterative decision 
tree algorithm. The algorithm is composed of multiple 
regression trees, and the results of all regression trees 
jointly determine the results. 

Extreme gradient boosting (XGBoost) algorithm 
proposed by Chen and Guestrin [30] is a supervised 
ensemble tree algorithm derived from the gradient boosting 
tree algorithm. In the iterative optimization process, the 
extreme gradient boosting algorithm performs a second-
order Taylor expansion on its loss function, so it can 
estimate the loss function more accurately. In addition, the 
extreme gradient boosting algorithm can also effectively 
deal with missing values. The regularization term is added 
to its objective function, which can effectively avoid over 
fitting. XGBoost solves the classification problem by using 
residuals to iteratively fit the final value for many times, 
which is the key point of the algorithm different from 
random forest. The algorithm principle is as follows: 

Input: the data set is D = {(x1, y1), (x2, y2), ..., (xi, yi)}; 
The prediction result of the i-th tree can be expressed as: 
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1

k

l k i
k

y f x


                (10) 

 

 k if x represents the prediction result of the k-th tree, 

and: 
 

  ( , )i k
i k

lloss l yy f                (11) 

 

  21

2kf T w                 (12) 

 

where: ly represents the predicted value of the model; yi 

represents the actual value of the sample; K represents the 
number of trees; kf represents the k-th tree model; T 

represents the number of leaf nodes of the tree; W 
represents the score at each leaf node; λ represents a super 
parameter. The training process of XGBoost model is as 
follows: 
 

  0
0ly                 (13) 

 

         1 0
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         1
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i l tl kk
y f x y f x




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where,   t
ly represents the prediction result of round t, and 

a new function is added to the prediction result of round                    
t ‒ 1. Therefore, the objective function of round t is: 
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After Taylor expansion, keep the first three terms and 

remove the minimum term, the objective function can be 
transformed into: 
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Substitute the optimal value of leaf node into Eq. (17), 

and the objective function can be expressed as: 
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3.4 Empirical Procedure 
 

This paper mainly uses "sklearn" library to realize the 
construction of ensemble learning model. First, we import 
the "Decision Tree Classifier" module, "Random Forest 
Classifier" module and "XGB Classifier" module 
respectively, and instantiate the CART model, RF model 
and XGBoost model. Second, in order to obtain reliable 
and stable prediction results, we use the "10x cross 
validation" method to verify the effectiveness of the model, 
and randomly divide the data set into 10 equal sized parts 
d1, d2, …, d10. Secondly, train d2, d3, …, d10 and verify 
d1, then train d1, d3, d4, …, d10 and verify d2, and repeat 
this process ten times until each group is verified once. At 
last, the average value of 10 results is used as the estimation 
of algorithm accuracy. Using CART model, RF model and 
GBoost model, credit risk identification models of SEIEs 
are established respectively. 
 
3.5 Experimental Performance Measure 
3.5.1 Model Performance Indicators 
 

The standard measurement of credit risk prediction of 
SEIEs is established by using performance indicators. The 
indicators include "precision rate", "recall rate" and "F1", 
which are defined as: 
 
Precision Rate = TP/(TP + FP)          (21) 
 
Recall Rate = TP/(TP + FN)           (22) 
 
F1 = 2PR/(P + R)             (23) 
 

Among them, TP, FP, TN and FN denote "true 
positive", "false positive", "true negative" and "false 
negative"; negative means "no risk" and "positive" 
indicates "risk"; P and R respectively represent "precision 
rate" and "recall rate". Precision rate is the ratio of 
accurate “true positive” cases to "predicted positive" cases. 
Recall rate is the ratio of correct "predicted positive" cases 
to "true positive" cases. The high value of P and R mean 
excellent performance. F1 is the arithmetic mean of 
precision rate and recall rate. As shown in Eq. (23), the 
value of F1 is positively correlated with the value of P and 
R. The larger the F1 value, the better the prediction 
performance of the classifier. 

 
3.5.2 Characteristic Importance 

 
The influence of financial variables and technological 

innovation information variables on the credit risk of 
SEIEs may not be equal. Therefore, we use the relative 
importance method to study their significance to credit risk. 
This method estimates the sum of the improvements made 
when the target variables are used to segment the internal 
nodes of the decision tree. The improved measurement 
method is to merge the whole subtree into the terminal 
node, and divide the given node and the proposed variable 
into the difference between the square error of the given 
node. According to the research of Luo et al. [31], the 
specific principles are as follows: 

Given a set of variables V = {(v1, v2, ..., vi}, is a 

decision tree, T is an intermediate node, t  T,   2

t li v  

represents the improvement of the splitting solution point t 
by the variable V, and the characteristic importance of 
variable lv V  in tree T can be defined as: 

 

    2

l t l
t T

I T i v


               (24) 

 

 lI T is the variable  lv  relative feature importance in 

the decision tree T. On all internal nodes, the sum of the 
right end divided by the variable V is the maximum 
estimated improved square error due to the division. In 
general, the relative importance of V is the sum of all these 
square improvements on all internal nodes, where V is 
selected as the splitting variable. After determining the 
relative importance of variable V in a single tree, the 
overall degree of variable importance can be constructed. 
For the decision tree set, the characteristic importance of 
variable V can be summarized by the mean value. Given a 
set of decision trees T1, …, TM, variables lv  the importance 

in this group of decision trees is: 
 

   1
1

1 M

l M l M
m

I T T I T
M 

  ，            (25) 

 
4 RESULTS AND DISCUSSION 
4.1 Feature Importance Analysis 
 

Through the application of XGBoost model, the 
characteristic importance of explanatory variables can be 
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determined. Feature importance is measured as a score, 
which indicates the dominant position of each feature in the 
model. The higher the score, the greater the predictive 
ability of the variable.  

 

 
Figure 2 Feature importance evaluation graph based on XGBoost 
 
The results shown in Fig. 2 show that the top 

management team's attention to technological innovation 
shows the strongest impact, followed by inventory 
turnover, intangible assets/fixed assets, current ratio, 
accounts receivable turnover, R&D investment/sales, 
quick ratio, ROA, total asset turnover, net profit ratio, and 
fixed asset turnover. Compared with the financial data, the 
TMTAI indicator based on text mining proposed in this 
paper has a more important impact on the credit risk of 
SEIEs. 
 
4.2 Model Result Analysis 
 

The CART model, RF model, and XGBoost model are 
applied to the credit risk prediction of SEIEs based on 
technological innovation information and financial data. 
The three technological innovation information indicators 
are combined with traditional financial indicators 
separately and in combination with the three models. The 
results show that the combined data set of technological 
innovation information and traditional financial data 
significantly improves the recognition performance of the 
model's credit risk, among all the identification models 
combined with financial data, the use of three innovative 
information combined with traditional financial data 
contributes the most to the improvement of the 
identification ability of the three models. In addition, we 
found that the RF model has the best performance, with F1 
reaching 0.96 at the highest, and the XGBoost model has 
F1 reaching 0.95 at the highest, which is only slightly 
lower than the RF model. 

The construction of a scientific and effective enterprise 
credit risk evaluation index system needs to meet several 
important principles, including the principle that the index 
system should be objective and comprehensive. In order to 
test the scientific effectiveness of the credit risk evaluation 
index system of SEIEs constructed in this paper by using 
text mining and ensemble learning, the traditional index 
system based on financial quantitative data is compared 
with the new index with the indicator system combined 
with quantitative indicators of technological innovation 
including TMTAI, which comprehensively compares the 
credit risk identification ability of SEIEs, and makes in-

depth analysis from the aspects of management attention 
text mining, indicator comparison and dimension 
combination of technological innovation indicators. 
 

Table 3 Performance results with different methods and feature combinations 
 CART RF XGBoost 

Financial indicator 0.86 0.92 0.93 
Financial indicator 

TMTAI 
0.87 0.95 0.93 

Financial indicator 
R&D investment 

0.91 0.90 0.93 

Financial indicator 
Intangible assets 

0.87 0.91 0.94 

Financial indicator 
TMTAI 

R&D investment 
0.87 0.94 0.93 

Financial indicator 
Intangible assets 
R&D investment 

0.90 0.89 0.92 

Financial indicator 
TMTAI 

Intangible assets 
0.91 0.95 0.93 

Financial indicator 
TMTAI 

Intangible assets 
R&D investment 

0.88 0.96 0.95 

 
From the perspective of management attention text 

mining, this study finds for the first time that from the 
perspective of management attention, through the text 
analysis of the annual reports of listed companies in 
strategic emerging industries, the TMTAI to identify credit 
risks can be mined. Attention is the limited cognitive 
resource of enterprise strategists, and should be effectively 
managed to stimulate enterprise technological innovation. 
The more attention resources point to technological 
innovation, the more likely the company will be more 
competitive, thus reducing the credit risk of the enterprise. 
If the senior management team does not pay enough 
attention to technological innovation, the strategic 
judgments related to technological innovation will not be 
developed in a timely and appropriate manner, which will 
lead to challenges to the development of technological 
innovation capability and high credit risk for technological 
innovation enterprises in strategic emerging industries. 
From the characteristic importance analysis, the 
characteristic importance value of the TMTAI indicator 
constructed by this paper based on the text data of the 
annual report through the text analysis technology is as 
high as 25, which is significantly higher than the 
commonly used technical innovation indicators such as 
R&D investment, intangible assets, and traditional 
financial indicators. As for the two mainstream ensemble 
learning models of credit risk assessment, RF model and 
XGBoost model, whether compared with the traditional 
manufacturing credit risk assessment system with pure 
financial indicators, or the credit risk assessment system 
with common technological innovation indicators such as 
R&D investment and intangible assets, the new credit risk 
assessment model embedded in the text analysis of TMTAI 
has more effective identification ability. 

To sum up, based on the text mining of the annual 
reports of listed companies in strategic emerging industries, 
the attention of the senior management team on 
technological innovation is represented by the index of the 
attention of the management of Listed Companies in 
strategic emerging industries to technological innovation 
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can significantly identify the credit risk of Listed 
Companies in strategic emerging industries, Moreover, the 
relevant qualitative text content of the annual report of 
listed enterprises that the management pays attention to 
technological innovation is an effective supplement to the 
quantitative financial data for the credit risk identification 
of listed enterprises in strategic emerging industries. This 
conclusion has important reference value for the credit risk 
identification of SEIEs. 

From the comparison of indicators, it can be seen from 
the analysis of characteristic importance that financial 
indicators such as inventory turnover, current ratio, and 
accounts receivable turnover still have a significant impact 
on credit risk identification. The characteristic importance 
of XGBoost model is 18, 12, and 7 respectively. From the 
empirical results of ensemble learning model, the F1 
indicators of CART, RF and XGBoost models using only 
traditional financial data have reached more than 0.85, The 
traditional financial indicators still have a high predictive 
ability for SEIEs. In terms of the impact of a single 
indicator of technological innovation on the credit risk of 
SEIEs, from the characteristic importance analysis of the 
three indicators of TMTAI, R&D investment and 
intangible assets, it can be found that the three 
technological innovation indicators are more significant 
than most traditional financial indicators. Compared with 
traditional financial indicators, technological innovation 
indicators have a more significant impact on the credit risk 
of SEIEs. R&D investment is the first step in the R&D 
innovation process of SEIEs. The intensity of R&D 
investment is positively related to the output of 
technological innovation. The more R&D investment, the 
higher the probability of producing high-value and leading 
technologies, and the greater the possibility of obtaining 
and maintaining the industry competitive advantage and 
then obtaining excess profits. Therefore, the more SEIEs 
invest in R&D, the more likely they are to develop new 
products and technologies and enhance product 
competitiveness. If SEIEs lack R&D investment, their 
technological innovation ability will inevitably be affected. 
Intangible assets such as patents and intellectual property 
rights represent the current technological innovation 
capability of SEIEs and reflect the core competitiveness of 
enterprises in technological innovation. The larger the 
proportion of intangible assets such as patents and 
intellectual property rights in assets, the stronger the 
technological innovation capability of SEIEs. In the 
demonstration of various indicator combination models of 
financial indicators and technological innovation, the 
recognition ability of the combination forecasting model 
combining financial data with technological innovation 
information indicators such as TMTAI, R&D investment 
and intangible assets have been significantly improved. 
The F1 indicators of CART, RF and XGBoost models 
combining financial data and three kinds of technological 
innovation information are 0.88, 0.96 and 0.95 respectively. 
It is significantly higher than 0.86, 0.92 and 0.93 of the 
traditional model using financial data alone. The 
combination of technological innovation indicators 
obviously provides the incremental information of credit 
risk of SEIEs that the traditional financial indicators do not 
have. The stronger the technological innovation ability of 
enterprises, the lower the credit risk. The new credit risk 

assessment system has significantly improved the risk 
identification ability of the credit risk assessment model of 
SEIEs. After adding technological innovation indicators, 
the empirical results of the significant advantages over the 
traditional manufacturing credit risk assessment system 
have obvious reference value for the credit risk 
identification of SEIEs. 

From the perspective of the dimensional combination 
of technological innovation indicators, compared with the 
traditional enterprise credit risk assessment system, the 
new credit risk assessment system for SEIEs proposed in 
this paper not only adds the annual report text analysis 
technology as a credit risk information supplement to the 
traditional quantitative data, but also based on the financial 
indicators commonly used in the credit risk identification 
of traditional manufacturing enterprises. From the 
perspective of management attention, R&D investment and 
technological achievements that affect the technological 
innovation of enterprises, we add three important 
indicators of technological innovation, namely, the 
TMTAI, R&D investment and intangible assets, to identify 
the credit risk of SEIEs. From the empirical comparison of 
the impact of financial indicators and technological 
innovation portfolio indicators on the credit risk of SEIEs, 
it can be found that the combination of three indicators of 
technological innovation and traditional indicators can 
significantly improve the credit risk identification ability 
of SEIEs. This may be because technological innovation 
capability is the internal performance of the core 
competitiveness of SEIEs. The senior management team of 
SEIEs with healthy and sustainable development can pay 
more attention to technological innovation, increase R&D 
investment, so as to obtain more intangible assets such as 
patents and intellectual property rights, improve the 
technological innovation ability and market 
competitiveness of enterprises, and reduce credit risk. 
However, poorly managed SEIEs may fall into a 
continuous shortage of funds. The senior management 
team has no time to consider technological innovation, thus 
reducing investment in technology research and 
development, thus losing the core competitiveness of 
technology represented by intangible assets such as 
technology patents and intellectual property rights, and 
eventually leading to breach of contract. Therefore, from 
this point of view, the reference value of the research 
conclusion of this paper to the credit risk identification of 
SEIEs lies in that the technological innovation ability can 
be used as a symbol of the operation status and even the 
credit risk status of SEIEs. Whether healthy, sustainable, 
chaotic or short-sighted, technological innovation 
capability can be effectively measured from three 
dimensions: management attention, R&D investment and 
technological achievements. 
 
5 CONCLUSION 
 

This paper establishes a credit risk assessment 
framework for SEIEs based on text mining and ensemble 
learning. In this study, the TMTAI indicator is constructed 
to describe the top management teamꞌs attention to 
innovation, and the three ensemble learning models are 
used to evaluate the credit risk of SEIEs. At the same time, 
combining with the listed SEIEs in China, empirical 
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research is carried out, and management suggestions are 
put forward according to the analysis results. Due to the 
limited credibility of traditional financial data and credit 
risk prediction ability, this paper focuses on the impact of 
technical innovation ability indicators including the 
TMTAI based on text mining on the credit risk of SEIEs. 
Based on the traditional financial index system, through 
text mining of the annual reports of SEIEs, the innovative 
attention text information index of the top management 
team and the common technological innovation index are 
combined with the ensemble learning model to construct a 
credit risk assessment system for SEIEs, which combines 
the three technological innovation dimensions of 
management attention, R&D investment, and 
technological achievements. In light of the existing 
literature, the current research mainly focuses on the 
traditional manufacturing industry and financial indicators. 
However, there is a scant investigation into the ensemble 
learning model for credit risk assessment of SEIEs based 
on technological innovation information text mining. 
Therefore, this paper tries to fill this literature gap. 

In summary, the main contributions of this paper are 
as follows. 

(1) Theoretically: from the current literature, the 
research on credit evaluation mostly focuses on the 
traditional manufacturing industry and financial indicators, 
and the research on scientific and technological innovation 
information of SEIEs is less. This study establishes a credit 
risk assessment system for SEIEs based on scientific and 
technological innovation information and traditional 
financial indicators. The evaluation system is more 
comprehensive and objective. On the other hand, the 
variables proposed in this paper add the TMTAI based on 
text mining, which is different from previous studies. The 
research also verifies the key factor affecting the credit risk 
of SEIEs: scientific and technological innovation 
information. Through the importance of characteristics 
analysis of a single indicator and the comparative analysis 
of the model of the combined index system, this paper 
demonstrates that compared with the traditional credit risk 
assessment system, the new credit risk assessment system 
based on the three dimensions of technological innovation 
of technological strength has the advantage of identifying 
the credit risk of SEIEs. Finally, through the contribution 
of the TMTAI index constructed by this text analysis to the 
improvement of the credit risk identification ability of the 
model, it can be concluded that the relevant qualitative text 
content of the listed SEIEs annual report is an effective 
supplement to the quantitative financial data for the credit 
risk identification of SEIEs. 

(2) Method: In the method, this research uses a 
combination of ensemble learning model and text mining 
technology. We also analyze the importance of variable 
characteristics in combination with XGBoost algorithm to 
make the evaluation system more perfect. In order to 
prevent the credit risk of enterprises in strategic emerging 
industries, it is necessary to build a credit risk assessment 
ensemble learning model embedded in the text analysis of 
management's attention to technological innovation. 

(3) Practically: This paper proposes a management 
dimension technological innovation index based on the text 
analysis of the annual reports of listed companies in 
strategic emerging industries' technological innovation: the 

TMTAI index, combined with R&D investment indicators 
in the dimension of research and development investment, 
intangible assets indicators of existing technical strength 
and traditional financial indicators, an objective and 
comprehensive credit risk evaluation index system for 
SEIEs is constructed. The index system can be applied to 
banks and other financial institutions for enterprise credit 
evaluation. The evaluation system cannot only evaluate the 
credit risk of strategic emerging industry enterprises for 
financial institutions but also have certain guiding 
significance for SEIEs to optimize their own internal 
management. 

However, this paper has some limitations. On the 
existing basis, more variables need to be added to make the 
model results more accurate. At the same time, this paper 
focuses on the research of SEIEs, and pays more attention 
to the technological innovation information of enterprises. 
Therefore, the influence of human capital and external 
capital factors is ignored in the process of variable 
selection. We will solve these problems in future research. 
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