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Abstract: Credit customer subdivisions and borrower characteristics are essential tools for banks and lending companies to evaluate credit risk and make profits. This study 
proposes a Multi-Level Default Risk Rating (MLDRR) strategy based on a heterogeneous ensemble learning method. Further, a novel Eight Subdivisions Model (ESM) of 
credit customers is constructed. Through the model, the credit customers are subdivided into eight important categories, such as the defaulting customers that are easily 
missed, the customers with the highest risk, customers with the potential risk, and target customers, etc. Moreover, we describe the risk characteristics of the customer 
subdivisions and find deficiencies in the agency's existing risk ratings. Finally, the explored strategies are validated on one hundred thousand real credit data, demonstrating 
the effectiveness of ESM. Compared with the traditional customer segmentation and characteristics research, this paper develops a new credit customer segmentation 
method based on the perspective of default risk and describes the risk characteristics more comprehensively through eight customer subdivisions. 
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1 INTRODUCTION 
 

In the financial market, credit risk evaluation plays an 
essential role in the credit risk management of financial 
institutions such as banks and insurance companies [1]. 
Effectively identifying risks, segmenting customers, and 
characterizing borrowers' characteristics are beneficial to 
improving credit risk assessment ability, which is an 
important means to reduce potential risks and improve 
profitability. With the rapid development and application 
of financial technology, driven by credit data, credit risk 
management innovations continue to emerge. 

The core value of credit data lies in credit risk 
modeling and customer profiling. By segmenting 
customers and deeply exploring customer characteristics, it 
can provide effective decision support for risk management 
and precision marketing. In the related research of 
customer segmentation and customer characteristics based 
on machine learning technology, scholars summarize 
customer characteristics or form subdivide customers from 
different perspectives. Different segmentation objectives 
are mainly reflected in different dimensions, corresponding 
to different methods to apply to specific markets. Rachman 
et al. [2] segment credit card customers by K-means cluster 
analysis based on recency, frequency, and monetary 
(RFM) dimensions. He, C. Z. and Kong, L. [3] constructed 
a customer segmentation model considering the current 
value of credit card customers and customer churn 
prediction to improve the success rate of cross-selling. 
Zhang Jing et al. [4] achieved credit risk rating through 
improved KDLOR (kernel discriminant learning for 
ordinal regression) for social networking users. For the 
study of borrower characteristics, scholars have found that 
debt status, turnover rate, financial status, and property 
status are vital indicators to judge default risks [5]. 
Vasileios Giannopoulos et al. [6] identified that 
homeownership, the bank deposit relationship, the 
existence of ownacilities, etc. were crucial factors for     
non-performing loans avoidance in recession years. Shiyi 
Chen et al. [7] found that borrowers' demographic 
characteristics such as education level were the most 
efficient factor in forecasting P2P lending in China. Liu, S. 
Q. and Wu, S. [8] studied the "explicit knowledge" in 

borrower characteristics by attributes partition considering 
business process. From the perspective of the research 
methods adopted, scholars studied credit data through 
traditional statistical methods and machine learning 
methods for default risk assessment [9]. Ata Oğuz and 
Hazim Layth [10] found that the performance of random 
forest is better than NB, SVM, and KNN on credit card 
fraud detection.Malekipirbazari and Aksakalli [11] used 
the Random Forests to develop a lending decision model 
for credit assessment and demonstrated good accuracy. Ma 
et al. [12] used the Ada Boost algorithm to build a 
borrowers' default prediction model. Li, X. and Sun, Y. 
[13] establish a personal credit rating model by radial basis 
function neural network model combined with the optimal 
segmentation algorithm. 

It can be seen from the traditional customer 
segmentation and customer characteristics research, 
scholars mostly take customer value, customer churn, or 
customer preference as the perspective and goal of 
customer segmentation and characteristics research to 
improve precision marketing. However, in the specific 
scenario of the personal credit market, the perspective of 
credit risk as customer segmentation also has practical 
significance. Many scholars regard default risk assessment 
as a binary classification problem, and borrowers are 
divided into defaulting and performing according to their 
actual labels. However, it is not nuanced enough to split the 
default risk of borrowers into only two categories. In real 
business, although the customers belong to the same 
category label, for example, in the defaulting customer, 
different samples also have different degrees of default 
risk, which is easy to understand. Among the performance 
customers, due to different degrees of default risk, there are 
also differences such as high-quality and potentially risky 
customers. These differences can be understood as the 
different significance of risk characteristics between 
different samples. In addition, many scholars have devoted 
themselves to constructing risk models and improving 
different methods to obtain higher prediction accuracy, but 
this does not explain their high application value. This is 
because the minority class of defaulting samples that are 
easily misclassified have not been fully learned. When 
machine learning classifies imbalanced data such as credit 
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data, the minority class samples are often ignored or 
considered noise, so the prediction results are biased 
towards the majority class [14, 15]. However, in actual 
credit risk management, the minority class of defaulting 
samples is often the focus of risk control managers, the 
correct identification of such samples can not only improve 
the performance of the model but also contribute to the 
research of the characteristics of defaulting customers. 
Facing the above problems, that is necessary to identify 
some important customer subdivisions by multi-level 
default risk ratings and characterize these samples more 
elaborate from different angles, which is important to 
provide more valuable management advice. 

The main contributions can be summarized as follows: 
(1) A novel strategy for credit customers' multi-level 
default risk ratings (MLDRR) based on heterogeneous 
ensemble learning (Section 3.1). (2) A new Eight 
Subdivisions Model (ESM) for credit customer subdivision 
based on the MLDRR (Section 3.2). (3) Customer 
characterization strategy of eight customer subdivisions 
(Section 3.3). (4) The practicability of the ESM model is 
verified through one hundred thousand real-world credit 
data and the discussions around important characteristics 
that lead to different default risk (Section 4). 
 
2 RELATED WORK 
 

In the field of credit research, borrower credit risk is 
also known as default risk. Borrower default risk 
assessment and borrower characterization have always 
been the core issue in financial risk management. Driven 
by credit data, borrowers' default risk assessment research 
methods can be summarized into traditional statistical and 
machine learning methods [16]. This section describes and 
comments on research related to credit risk assessment. 

In the research based on statistical methods, the LDA 
and MDA methods have a long history and are still widely 
used by some institutions, and their prediction effect was 
close to the successfully applied in financial risk 
management due to its strong interpretability and high 
model robustness. It does not require any assumption of 
probability distribution and normal distribution. However, 
the disadvantage of the logistic regression model is that its 
accuracy is not as good as ensemble learning, neural 
network, and other methods in machine learning theory, 
especially when dealing with high-dimensional data. Since 
high-dimensional data is generally nonlinear, using LR 
models often requires derived variables, resulting in 
dimensional disaster, and the result often produces 
overfitting. 

The application of big data technology can better help 
us make business decisions [19]. In the research based on 
machine learning methods, typical representatives of single 
classifiers are Support Vector Machines, Decision Trees, 
Bayesian Networks, etc. [20, 21]. Ghodselahi et al. [22] 
compared various methods on the German credit risk 
assessment dataset, and the SVM had the best prediction 
results, but it was complex and lacked interpretability. 
However, due to the issues of data sensitivity and 
overfitting of a single model, credit risk assessment 
encounters a bottleneck. Ensemble learning is integrating 
multiple single weak classifiers into a robust classifier, 
which can effectively improve the model's classification 

performance and generalization ability [23]. According to 
the combining strategy of the individual learner, ensemble 
learning can be roughly divided into Boosting-based and 
Bagging-based algorithm families. According to the type 
of individual learner, ensemble learning can also be 
divided into homogeneous individual learners and 
heterogeneous individual learners. The Boosting ensemble 
paradigm is a sequential ensemble method, the 
representative algorithms include Adaboost, GBDT, 
etc.,and the boosting trees is also an algorithm with high 
accuracy in machine learning [24]. The Bagging ensemble 
paradigm is a parallel ensemble method, and the 
representative algorithm is the Random Forest with high 
robustness [25]. In addition, some classical homogeneous 
ensemble learning algorithms can also be combined 
through some more complex strategies to achieve 
heterogeneous ensemble learning, such as the Stacked 
Generalization strategy [26]. The individual learners in the 
stacking algorithm are also called primary learners, and the 
learners used to combine are called meta-learners. Stacking 
usually uses meta-learner as a combination method to       
re-learn the output of primary learners, improving the 
model's generalization ability by increasing the individual 
classifier's diversity and complementarity. Tran Cao Son et 
al. [27] address inconsistency and bias in classification 
performance through the foundation of entropy-based 
stacking models. Xia Yufei et al. [28] developed a 
heterogeneous stacking ensemble (HSE) approach and 
improved the loss-given default (LGD) forecasting in the 
P2P lending domain. The HSE model outperforms the 
baseline model in most cases and achieves the best 
performance in all evaluation metrics. Liang K. et al. [29] 
combined lasso and stacking methods to study the 
prediction of default risk of P2P platforms in a high-
dimensional imbalanced data environment. With the 
development of computer technology and deep learning, 
more and more deep learning algorithms are applied to the 
financial field, including credit risk assessment [30]. 
Sirignano et al. [31] used a deep neural network to predict 
the risk of overdue and early repayment of US real estate 
loans. The effect was better than logistic regression and 
artificial neural network models. However, some scholars 
have noticed that deep learning applications may not 
achieve good results on small data sets. For example, 
Shigeyuki et al. [32] compared several standard ensemble 
learning algorithms with deep neural networks on credit 
datasets. They verified that ensemble learning is better than 
deep learning models on such datasets. In summary, in 
terms of research methods, traditional statistical methods 
rely on data distribution assumptions, and the ensemble 
learning method in machine learning is more suitable for 
such problems. 

Focusing on research issues, scholars pay more 
attention to the prediction of default risk. The forecast is 
mainly based on the two-category situation of default and 
non-default. Still, it is not enough to determine what kind 
of customer has what degree of default risk, which is vital 
for institutions to reduce losses and form a customer 
portrait. Facing the high-dimensional data and serious class 
imbalance characteristics, although the performance of 
different prediction models is not bad because of the 
correct classification of performing samples, the study is 
not sufficient for the minority defaulting samples. The 
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significance of risk characteristics is also different in 
defaulting samples and performing samples, leading to 
varying degrees of default risk in samples with the same 
label. Still, there are few studies which have addressed 
these questions. Thus, the risk rating according to the 
identification of different significant degrees of default risk 
characteristics is the key. Then the characteristics of 
customer subdivisions based on the default risk ratings can 
be explored, which can provide more valuable and detailed 
management suggestions for relevant institutions and is 
also a director for the researchers that will continue to 
strive. Therefore, there is an urgent need for a new method 
to mine more profound "knowledge" in online loan data to 
meet the requirements for further decision-making. 
 
3 ESM AND CHARACTERIZATION STRATEGY 
 

Credit data has a natural class imbalance problem, and 
the proportion of positive and negative samples for most 
data is less than 100/1. That leads to a high-accuracy model 
in traditional loan data classification research but lacks 
practical significance and application value. It is because 
the negative class samples are not sufficiently learned due 
to their small number, and most of the negative class 
samples are mispredicted. In this case, the most noteworthy 
high-risk and potential-risk customers have not been 
correctly identified, but that is the most concerned issue of 
the risk models, so these models still have insufficient 
identification in the actual business. Therefore, in the 
problem of risk identification, facing the characteristic of 
data imbalance, we should pay more attention to the risk 
samples that are easily misclassified with a small 
proportion rather than the performance samples for a large 
proportion, and it is significant to discover and learn the 
characteristics of different important risk samples. 

From the perspective of management significance and 
practical application value, we are the first to propose a 
credit customer eight subdivision model based on a novel 
method for credit customers' default risk rating and 
characterizing the customer subdivisions. The 
identification and subdivision of different default risks 
provide new strategies for risk assessment and helpful 
references for risk control management and customer 
characterization. 
 
3.1 Multi-Level Default Risk Rating Strategy 
 

This section will introduce the process of default risk 
identification and the formation of the multi-level default 
risk rating strategy. Traditionally, we divide credit 
customers into defaulting samples and performing samples 
by actual labels without considering that the samples' 
significance of the risk characteristics is different, which 
makes the identification of risks not sophisticated enough 
and does not rate the default risk. Based on amounts of 
credit data, we find that even the borrowers under the same 
label have different default risk characteristics, so the 
default risk is also discrepant. This study draws on the 
heterogeneous ensemble learning strategy, analyzes the 
prediction result of each individual learner, and realizes the 
customers' risk rating based on the different risk 
characteristics. 

In this strategy, the number of individual learners 
through a heterogeneous ensemble is variable. The more 
individual learners there are, the more risk ratings are 
generated, and the more detailed risk levels are formed. In 
this section, the number of individual learners is four for 
the example analysis. It is worth mentioning that this 
strategy can also select an odd number of individual 
learners as an example, because this strategy has certain 
universality and this study focuses on risk rating and 
characterization of customer subdivisions, rather than the 
risk prediction, so there is no constraint on the number of 
individual learners. In future research, we will focus on the 
number and composition of individual learners for better 
prediction performance. The possible prediction results of 
four individual learners and the significance of risk 
characteristics for each sample are shown in Tab. 1. 
 

Table 1 Significance of risk characteristics for different samples 
Sample 
category 

P1 P2 P3 P4 
True 
label 

Significance of 
risk characteristic 

Sample a 1 1 1 1 1  
Sample b 1 1 1 0 1  
Sample c 1 1 0 0 1  
Sample d 1 0 0 0 1  
Sample e 0 0 0 0 1  
Sample f 0 0 0 0 0  
Sample g 1 0 0 0 0  
Sample h 1 1 0 0 0  
Sample i 1 1 1 0 0  
Sample j 1 1 1 1 0  

 
Samples "a-e" are default class samples, and their 

actual label is 1. In the learning process of the sample with 
the actual label of 1, the prediction result obtained by the 
individual learner can reflect the significant degree of 
default characteristics and different degrees of default risk. 
Specifically, the prediction results of the four individual 
learners of class "a" are all 1. It can be understood that class 
"a" samples have the most significant risk characteristics 
and are identified as having the highest level of default risk. 
In the same way as above, class "b" and class "c" samples 
are identified as the second-highest and the third-highest 
level of default risk. The individual learners' prediction 
results of class "d" samples and class "e" samples are 
composed of 1, 0, 0, 0, and 0, 0, 0, 0. Because these two 
classes of default samples have insufficient risk 
characteristics and data imbalance problems, most learners 
cannot correctly classify these two classes of samples. 
However, such samples are the most worthy of attention in 
credit risk prediction, and the correct classification of such 
samples is an important reflection of model performance 
and practical value. Therefore, identifying such samples 
and conducting further learning is of great practical 
significance. 

Samples of classes "f-j" are performance samples, and 
their actual label is 0. Such samples are more likely to be 
fully learned and correctly classified due to their high 
proportion in the dataset. However, the performance 
samples also have different significant degrees of risk 
characteristics. Identifying these characteristics can obtain 
important subdivisions such as target and potential risk 
customers, which is of great significance. Specifically, the 
individual learners' prediction results of class "f" samples 
are composed of 0, 0, 0, and 0. It can be understood that 
these samples have not identified any default risks and 
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have the most significant performance characteristics. 
Identifying such samples and learning their characteristics 
is significant to the portrait of target customers. Class "g", 
class "h", and class "i" samples were identified to have 
varying degrees of default risk. The individual learners' 
prediction results of class "j" samples are composed of 0, 
0, 0, 0. Although it is a performance class sample, this kind 
of sample has significant risk characteristics, so this kind 
of sample has the highest potential risk. The identification 
and feature learning of such samples can enable institutions 
to effectively avoid losses caused by potential risks among 
performing customers. 
 
3.2 Credit Customer Eight Subdivisions Model 
 

This study further proposes an eight subdivisions 
model (ESM) for subdividing customers into eight types 
based on multi-level default risk rating. The algorithm is 
shown in Fig. 1. In the previous section, we took four 
individual learners for the example analysis, and the 
number of individual learners of this strategy is variable. 
Assume that T individual learners are integrated and 
correspond to T individual learning algorithms. In step 1, 
the original dataset D is trained separately by each 
individual learner. In step 2, a new data set is established 
based on the prediction results of step 1, which is 
composed of T features. Step 3 is to divide customers into 
eight subdivisions. 

When the sample is in the default category, the actual 
label is 1, and the customers' subdivision according to the 
default risk is as follows: 

(1) Customers with the highest default risk (customer 
A). If the sum of the prediction results of all individual 
learners is T (the number of individual learners), then we 
consider this sample to have the highest default risk, and 
the default characteristics of this sample are prominent. 

(2) Customers with the second-highest default risk 
(customer B). If T-1 individual learners' prediction result is 
1, it means that most individual learners have learned the 
default risk of the sample and only one misclassification. 
Therefore, we subdivide these samples as customers with 
the second-highest default risk. 

(3) Customers with the average level of default risk 
(customer C). In the same way, if T-2 individual learners 
are predicting a result of 1 for the sample, we consider the 
default risk of the sample to be the third level. Thus, in the 
algorithm, if there are 1 to T-2 individual learners' 
prediction result is 1, we rate such samples as average 
default risk. To sum up, by setting the number of individual 
learners, this study can order different default risk ratings 
of customers. 

(4) The positive samples are most likely to be missed 
(customer D). If the prediction results of the individual 
learners for a positive sample are all 0, it indicates that the 
risk feature of the sample is less significant, so the 
individual learner cannot correctly classify it. However, 
such samples are the key to affecting the model's 
performance. Identifying and strengthening the models' 
attention to such samples can effectively improve model 
performance. 

When a sample is a performance class sample, the 
actual label is 0, and the customer subdivisions according 
to the default risk are as follows: 

(1) Customers with the highest potential default risk 
(customer E). Suppose the prediction results of the T 
individual learners for this sample are all 1. In that case, 
although this sample is a performance customer, it has 
relatively significant risk characteristics, so we view these 
samples as the customers with the highest potential risk. 

(2) Customers with the second-highest potential risk 
(customer F). Similarly, if T-1 individual learners' 
prediction results are 1, the samples' significance of risk 
characteristics is weaker than the customers with the 
highest potential default risk. So we view this type of 
customer as having the second-highest potential risk. 

(3) Customers with the average level of potential risk 
(customer G). In this algorithm, if there are 1 to T-2 
individual learners' prediction results for a sample is 0, it 
indicates that such customers have different degrees of 
potential risk, so we classify such customers as customers 
with average potential risk. In addition, by setting the 
number of individual learners, this study can rate more 
different potential risks for customers. 

(4) Target customer (customer H). If there are T 
individual learners' prediction results are all 0 for this 
sample, it means that this sample has not identified any 
default risk by the individual learners. So we view such 
customers as high-quality borrowers and subdivide them as 
target customers. 
 

 
Figure 1 Customer eight subdivisions model (ESM) 
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In this model, in addition to several customer 
subdivisions with obvious practical significance, such as 
customer A, customer D, customer H, etc., we subdivide 
customers with the average level of default risk into one 
category, because the customers with the highest risk and 
the second highest risk have more risk characteristics and 
identification value, and the same is true for the customers 
with potential risk. So far, through the identification of 
different default risks, this research has realized the rating 
of varying default risks of customers and obtained eight 
valuable customer subdivisions. Class A is the customer 
with the highest default risk; class B is the customer with 
the second-highest risk of default; class C is the customer 
with average default risk; class D is the most likely to be 
misclassified positive samples; class E is the customer with 
the highest potential risk; class F is the customer with the 
second-highest potential risk; class G is the customer with 
the average potential risk and class H is the target 
customer. This model is universal, and eight subcategories 
can be formed with different number of individual learners. 
 
3.3 Customer Subdivisions Characterization 
 

Based on the default risk rating and customer 
subdivision model proposed in the previous section, we 
have obtained eight customer subdivisions according to 
different default risks of customers, including four 
subdivisions of defaulting customers (A, B, C, and D) and 
four subdivisions of performing customers (E, F, G, and 
H). Based on the above division, this study proposes a 
study strategy of borrower characteristics under customer 
subdivision (Fig. 2). 
 

 
Figure 2 Borrower characteristics under customer subdivision 

 
By modelling the eight subdivided customers in pairs, 

important features affecting the differences between 
customer subdivisions were found, and the characteristics 
of borrowers are described in more detail, which provided 
a new idea for characterizing borrower characteristics. 
Each number in the figure represents a group of research 
objects. As shown in Fig. 2, we studied the characteristics 
among 11 groups of objects, while the characteristics 
among some subdivisions, such as class H and class B, 
were not studied. The characteristics of the labelled 11 
groups of research objects are more representative of the 
actual business. The significance of modelling the 11 
groups of research objects in the figure is shown in Tab. 2. 

Based on the above analysis, this study firstly 
identifies varying degrees of default risks among 
customers through the prediction results of different 
individual learners and risk ratings for customers, and then 
subdivides customers through various default risks and 

obtains several vital subdivisions. Finally, every two sub-
classes are modelled as research objects, and the important 
features that lead to the differences between sub-classes are 
explored. So far, the research on credit customer risk 
rating, customer subdivision, and customer characteristics 
has been completed, which significantly enriches the 
research on default risk identification and borrower 
characteristics and provides decision-makers with more 
helpful knowledge. 
 

Table 2 Characterization of customer subdivisions 
The Research Object Characteristic Learning 

Customers with the highest default 
risk 

Customers with the second-highest 
default risk 

Customers with the average default 
risk 

Defaulting customers that are easily 
misclassified 

Characteristics that affect 
different levels of 

default risk among defaulting 
customers 

Customers with the highest default 
riskDefaulting customers that are 

easily misclassified 

Characteristics that lead to the 
defaulting sample 

not being correctly classified 
Customers with the highest potential 

default riskCustomers with the second-
highest potential default 

riskCustomers with average potential 
default risk 

Customers with average potential 
default risk 

Target customers 
Customers with the highest potential 

default risk 

Characteristics that lead to 
different degrees of potential 

default risk among 
theperforming customers 

Customers with the highest default 
risk 

Target customers 

Characteristics that lead to 
customer performance and 

default behavior 
Defaulting customers that are easily 

misclassified 
Target customers 

 

Characteristics that lead to 
defaulting behavior in the 

case ofsignificant 
performance characteristics 

Customers with the highest default 
risk 

Customers with the highest potential 
default risk 

Characteristics that lead to 
performing the behavior in 

the case of significant 
defaulting characteristics 

 
4 MODELING AND RESULTS 
4.1 Data Collection and Preparation 
 

This study is based on the data mining theory and 
process for the example analysis. To ensure the 
universality of the experimental conclusions, this study 
selects the credit data set published by the Lending Club 
platform as the research object, which is recognized and 
widely used in credit data research. The example data is 
selected from the public data in 2019. The original data 
contains 150 features and 115112 samples. According to 
the platform business process, 100000 samples and 30 
features were selected for the case study after data 
preprocessing. 

Data preprocessing is the most basic link for 
subsequent analysis, including data cleaning, descriptive 
statistics, feature selection, and data transformation. First, 
load the data sets for data cleaning. According to the 
lending club company's business process, the attributes 
generated after repaying and irrelevant attributes are 
removed, and the seriously missing attributes are removed. 
There are 30 valid attributes left after data cleaning. Some 
missing value has explanatory significance for the target 
variable. If the data missing value imputation method is 
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used to fill in, it will change the actual situation of the 
sample; thus, the missing value of such variable is assigned 
as 0 in this study. 

In the data transformation part, this study assigns 
numerical labels to the categorical variables in the data to 
facilitate the processing and construction of subsequent 
machine learning models. For example, replace the grade 
attribute's seven values of A, B, C, D, E, F, and G with 1, 
2, 3, 4, 5, 6, and 7. For the target attribute loan_status, 
which the label is Late (16 - 30 days), Late (31 - 120 days), 
Charged Off, Default, or In Grace Period are the samples 
in the deferred or default state, denoted by 1; the label of 
Current, Fully Paid samples is in good loans condition, 
denoted by 0. Finally, for the numerical data, this study 
uses the z-score standardization method to standardize the 
data to improve the model learning efficiency. 
 
4.2 Modeling and Results 
 

In the multi-level default risk rating strategy, four 
individual learners are taken as an example for the case 
study. The four individual learners in this study are the RF 
(Random Forest), Adaboost, GBDT (Gradient Boosting 
Decision Tree), and ID3 algorithms. Among them, RF, 
Adaboost, and GBDT are three classic representative 
ensemble learning algorithms, and the ID3 is a traditional 
decision tree algorithm. First, modeling by the four 
individual classifiers, and the accuracy and the confusion 
matrix reflect the quality of the data and the performance 
of the individual classifier, shown in Tab. 3. It can be seen 
that the accuracy of the three classical ensemble learning 
algorithms is higher than the DT. The learning of positive 
and negative class samples is improved, but some positive 
samples are still not correctly classified. 
 

Table 3 The modelling results 
Algorithms  Actual 

"0" 
Actual "1" Acc 

RF Predicted as "0" 28124 930 0.956 
Predicted as "1" 395 551 

Adaboost Predicted as "0" 28242 812 0.960 
Predicted as "1" 401 545 

GBDT Predicted as "0" 28267 787 0.961 
Predicted as "1" 382 564 

DT (ID3) Predicted as "0" 26601 2453 0.907 
Predicted as "1" 340 606 

 
Tab. 4 summarizes the prediction results of the testing 

set and eight subdivisions of the customer. It can be seen 
from the experimental results that this study realizes the 
identification of the customer's default risk and the risk 
rating in defaulting customers and even in performing 
customers. We identified several important customer 
subdivisions, such as customers with the highest risk, the 
most misclassified defaulting customers, the target 
customer, and the performing customers with the highest 
potential default risk, etc.  

Under the realistic background of class imbalance of 
credit data, a large number of negative classes are correctly 
classified, resulting in high model accuracy but a lack of 
learning for risk samples. However, these samples are the 
most worthy of attention. By identifying such positive 
samples that are most likely to be misclassified, the model 
performance can be improved by increasing the attention 
of the classifier to such samples in the subsequent 

modelling. In the performing customer, identifying 
customers with different potential risks and the target 
customers helps financial institutions to lend more 
precisely. 
 

Table 4 Customer subdivision results 
Customer subdivision Individual learners 

predict results 
Actual 
label 

Number 
of samples 

Customers with the 
highest default risk 

1, 1, 1, 1 1 544 

Customers with the 
second-highest default risk 

1, 1, 1, 0 1 20 

Customers with the 
average level of default 

risk 

1, 1, 0, 0; 
1, 0, 0, 0 

1 26 

Defaulting customers most 
likely to be misclassified  

0, 0, 0, 0 1 356 

Target customer 0, 0, 0, 0 0 26592 
Customers with the 

average level of default 
risk 

0, 0, 0, 1; 
0, 0, 1, 1 

0 1702 

Customers with the 
second-highest potential 

default risk 

0, 1, 1, 1 0 31 

Customers with the 
highest potential default 

risk 

1, 1, 1, 1 0 729 

 
Finally, we study the characteristics of the customers' 

subdivisions by the Random Forest algorithm. The RF is 
an ensemble learning method based on the decision tree, 
which has better anti-noise ability and generalization 
ability and can obtain important features that affect 
different target variables. The top 5 important features of 
each customer subcategory and the feature importance are 
shown in Tab. 5. 
 

Table 5 Top 5 important features 
The modeling object Top 5 important 

features 
Feature 

importance 

customers with the highest 
risk 
and 

target customers 

sub_grade  0.457 
int_rate 0.038 

emp_length 0.030 
dti 0.029 

avg_cur_bal 0.029 
Defaulting customers most 
likely to be misclassified 

and 
target customers 

addr_state  0.378 
zip_code 0.312 

dti 0.109 
annual_inc  0.102 
emp_length 0.029 

customers with the highest 
risk and 

Defaulting customers most 
likely to be misclassified 

sub_grade  0.321 
zip_code 0.314 

emp_length 0.146 
addr_state 0.122 
emp_title 0.057 

customers with the highest 
potential risk 

and 
target customers 

dti 0.309 
int_rate 0.256 

addr_state  0.184 
sub_grade  0.103 
zip_code 0.079 

 
Through the analysis of the experimental results, it can 

be seen that the risk characteristics of the most easily 
missed default customer and the target customer are 
similar, and the credit rating of borrowers by the platform 
(sub_grade) can distinguish the "good" and "bad" loans in 
most cases, but it is not accurate enough. Because 
"sub_grade" is not included in the top five important 
features that affect the most easily missed defaulting 
customers and target customers, it reveals that "rating" 
does not distinguish between defaulting customers and 
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performing customers with insignificant risk 
characteristics. However, this study finds that the natural 
customer information of "customer's state" and "postal 
code" is an important feature to distinguish the default 
customers from the performance customers. In addition, 
the important features affecting the highest potential risk 
customers and target customers are "loan interest rate", 
"monthly debt repayment ratio", "state", etc., while the 
importance of "rating" is significantly lower than the 
former, revealing that "rating" does not distinguish these 
two types of customers, and the loan interest rate is the key 
feature leading to the difference between them. This study 
makes the research on customer characteristics more 
detailed and specific, provides more abundant information 
for the relevant institutions and has practical application 
value. 
 
5 CONCLUSION 
 

The study of default risk assessment and borrower 
characteristics is of great significance in the field of credit. 
Few studies have segmented customers according to 
different default risks to describe customer characteristics. 
To fill the research gap, this study proposes a novel multi-
level default risk rating (MLDRR) strategy and a new Eight 
Subdivisions Model (ESM) for credit customer 
segmentation based on heterogeneous ensemble learning. 
Furthermore, we characterize the important features 
between different customer subdivisions. Specifically, we 
divide customers into eight subdivisions according to the 
default risk, including the customers with the highest 
default risk, the defaulting customers most likely to be 
misclassified, the customers with the highest potential risk, 
and the target customers, etc. In actual business scenarios, 
facing the class-imbalance problem of credit data, 
identifying such customer subdivisions can provide 
decision-makers with richer information and make 
financial institution lending more targeted to increase 
profits remarkably. Finally, we explore the specific 
characteristics that lead to differences in customer 
subdivisions and find that the credit rating by the platform 
has some shortcomings, which provides a new idea for the 
study of credit risk assessment and customer 
characteristics. 

In the future, we will research credit data from more 
perspectives, such as improving the classification accuracy 
of easily misclassified samples and digging deeper into 
borrower characteristics. 
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