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Abstract: Diabetes is a disease that may pose direct or indirect risks in terms of human health. Early diagnosis can minimize the potential harm of this disease to the body and reduce the probability of death. For this reason, laboratory tests are performed on diabetic patients. The analysis of these tests enables the diagnosis of diabetes. The aim of this study is so quickly diagnose diabetes by using data obtained from patients with machine learning methods. In order to diagnose the disease, k-nearest neighbor (k-NN), logistic regression (LR), random forest (RF) models and the stacking meta model which is created by combining these three models were used. The dataset used in the research includes test samples taken from 520 people. The dataset has 17 features, including 16 input features and 1 output feature. As a result of the classification through this dataset, different classification results were obtained from the models. The classification success of the models LR, k-NN, RF and stacking were found to be 91.3%, 91.7%, 97.9% and 99.6%, respectively. F-score, precision and recall performance metrics were utilized for a detailed analysis of the models' classification results. The obtained results revealed that the stacking model has a sufficient level to be used as a decision support system in the early diagnosis of diabetes.
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1 INTRODUCTION

Diabetes is a disease in which insulin cannot be produced by the pancreas, or insulin sufficiently-produced in the pancreas cannot be used by the human body. Insulin, a type of hormone produced by the pancreas, plays a key role in transferring glucose from consumed nutrients to blood cells in the body and then converting it into the energy. When the body is unable to produce insulin, the level of glucose in the blood increase. High levels of glucose in the blood, on the other hand, can be detrimental to the viscera and lead to dysfunction in the tissue.

Diabetes is generally treated in three subheadings as type 1, type 2, and gestational diabetes. Gestational diabetes is a type of diabetes that occurs during pregnancy only because of the hormonal changes. Common symptoms of diabetes mellitus are polyuria, polydipsia, polyphagia, sudden weight loss, being overweight, obesity, pruritus, delayed recovery, blurred vision, genital thrush, nervousness, muscle stiffness, and etc. [3-5]. Early diagnosis of diabetes is essential for taking preventive measures. Besides, effective treatment at the first stage of the disease will always have additional benefits for patients [6].

Diagnosing diabetes through medical testing may not provide confident results due to the clinical complexity, time-consuming process, and high expenses. On the other hand, thanks to the machine learning algorithms, a disease such as diabetes can be predicted in a short time with lower costs [7]. Machine learning, a sub-branch of artificial intelligence (AI), relates to the development of algorithms and techniques that enable computers to learn based on the past experiences. In other words, the system can define and understand the input data and accordingly make decisions, predictions, and classifications [5, 8].

The contributions of this article can be summarized as follows:

- For the early diagnosis of diabetes, transfer learning has been applied by utilizing deep learning architectures VGG16 and VGG19.
- The results obtained through transfer learning have been shared.
- The results obtained based on the literature studies carried out using the Early Stage Diabetes Risk Prediction dataset have been compared.

The remaining parts of the article have been organized as follows: The second chapter includes previous studies that focus on diabetes disease prediction via using machine learning algorithms and have significance in terms of the literature. The third chapter covers the description of the dataset, the research methods, and the explanations on performance metrics. The fourth chapter includes experimental results. And lastly, in the fifth chapter, the results and discussion are presented.

2 RELATED WORKS

Kandhasamy and Balamurali [3] compared the performances J48 decision tree (DT), k-nearest neighbors (K-NN), random forest (RF) and support vector machines (SVM) algorithms in order to classify diabetic patients. The results of the study indicated that the random forest algorithm has the higher classification accuracy compared to the other algorithms.

Perveen et al. [9] conducted a study on the prediction of the disease by using diabetes risk factors. The experimental results of the study in which J48 decision tree, Adaboost and Bagging algorithms were utilized to perform classification operations showed that Adaboost algorithm provides better results than J48 decision tree and Bagging algorithms.

In the study conducted by Husain and Khan [10], the distinctive performances of the ensemble learning model were investigated, for prediction of diabetes at an early stage. An ensemble model has been developed by combining these algorithms to improve the overall prediction accuracy by using different machine learning algorithms. 0.75 AUC and
optimization (APSO) to optimize the number of input features. The proposed method provided 97% accuracy for APGWO-MLP.

Harz et al. [17] used artificial neural networks to predict whether a person has diabetes or not. They achieved a prediction accuracy of 98.73% as a result of the study.

Yucebas and Yucebas [18] aimed to determine which features were effective in the early diagnosis of diabetes, according to gender. It is indicated that the weakness feature was not effective on 108 current research results and that the classification accuracy obtained before the selection of male subjects was found to be 97.86%, with 13 features.

In the study conducted by Ridwan [1], an accuracy of 90.20% and an AUC value of 0.95 were obtained by using the Naive Bayes (NB) classification method.

Hana [19], used neural network and linear discriminant analysis (LDA) algorithm to analyze diabetic patients. While an accuracy of 90.38% was achieved with the LDA algorithm, a classification accuracy of 95.19% was achieved with the neural network.

Kaur and Kumari [8], in the study they conducted, used the R data manipulation tool to develop trends and identify risk factors and patterns. SVM, Radial-Basis Function (RBF) Kernel Support Vector Machine, k-NN, ANN and Multi-factor Dimensionality Reduction (MDR) algorithms were used in order to classify patients as diabetic and non-diabetic. As a result, the highest classification accuracy was achieved in Linear Kernel SVM with 89%.

Abd Rahman et al. [20] aimed to develop a prediction model using three different machine learning algorithms to classify Type 2 diabetes mellitus (T2DM) of the Malaysian population. DT, SVM and NB were used as classification algorithms and as a result, in terms of accuracy (0.87), sensitivity (0.9), specificity (0.8), sensitivity (0.9), F1 score (0.9), and AUC value (0.93), the best overall prediction performance was achieved with the random forest algorithm.

Tripathi and Kumar [21] carried out a study to predict diabetes at an early stage, by utilizing LDA, K-NN, SVM and RF machine learning algorithms. It was observed that the RF algorithm, which achieved a maximum accuracy of 87.66% after the classification processes, performed better than the other algorithms used.

Naz and Ahuja [22] presented a methodology aimed at diabetes prediction using machine learning algorithms for the early diagnosis of diabetes. In the study, the classification processes was performed by using the NB, DT, ANN and Deep Learning (DT) algorithms. As a result, DL achieved the highest classification accuracy of 98.07%.

Hana [23] performed the classification process by the C 4.5 decision tree algorithm to detect diabetes. As a result, a classification accuracy of 93.02% was achieved.

3 MATERIAL AND METHODS
3.1 Database

Within the scope of this study, early-stage diabetes risk estimation dataset was used. This data set consists of a total of 520 people, 320 of whom are diabetic and 200 of whom are non-diabetic [24]. The dataset has a total of 17 features, including 16 input features and 1 output feature. In order for the data to be processed more easily, changes have been made in the values belonging to the features in a way that not
affect the classification result. The features and values the dataset includes are given in Tab. 1.

### Table 1 Features and values of dataset

<table>
<thead>
<tr>
<th>Features</th>
<th>Values</th>
<th>Conversion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>16 - 90</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>Male, Female</td>
<td>Male=1, Female=0</td>
</tr>
<tr>
<td>Polyuria</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Polydipsia</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Sudden Weight Loss</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Weakness</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Polypagia</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Genital Thrush</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Visual Blurring</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Itching</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Irritability</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Delayed Healing</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Partial Paresis</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Muscle Stiffness</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Alopecia</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Obesity</td>
<td>Yes, No</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>Class</td>
<td>Positive, Negative</td>
<td>Positive=1, Negative=0</td>
</tr>
</tbody>
</table>

While the trainings were carried out, 16 features were given as input and 1 output feature was given as output to the models. Data pre-processing was not performed since there is no missing data in the dataset that would affect the classification success of the models.

### 3.2 k-Nearest Neighbor

k-NN is a machine learning method based on calculating the distances between data in the dataset [25]. The distance of an object to its neighbors is calculated according to a specified parameter which is called "$k\)$" and indicates the number of neighbors. Objects are divided into classes according to the specified number of neighbors. Different distance determination methods are used in determining the distance between objects [26]. The k value was determined as 5 in this study, while Euclidean distance was used to determine the distance between objects.

### 3.3 Logistic Regression

LR algorithm is a machine learning method that can be used in classification problems [27]. There is a linear relationship between the dependent and independent variables in linear regression, hence it is used in the solution of single input and single output problems. Due to this limitation of linear regression, logistic regression algorithm is used. In logistic regression, many independent variables are used to predict the dependent variable, which is the output variable. It is not necessary for the independent variables, i.e. input variables, to be evenly distributed [28].

### 3.4 Random Forest

RF algorithm is an ensemble machine learning method that contains many decision trees. Each decision tree it contains performs a query on objects randomly taken from the dataset, and the object is placed on a node. Results from each decision tree are voted. The most suitable class for the object is determined as a result of voting the estimates from the trees [29].

### 3.5 Stacking

Stacking is an ensemble machine learning method that can classify data with results from different classifiers and a training result within itself. The model emerged by the results from different models and the result of training within itself is called the meta-model. The meta-model is expected to provide more successful results than the classifiers that comprise it. However, sometimes, it may give lower results since the classification ability is impacted by many parameters [30]. In the study, the Stacking meta-model was created through from the results of k-NN, LR and RF methods and the result of the training within the model.

### 3.6 Confusion Matrix

Confusion matrix is a table which is used to see the classification numbers of data samples in the solution of classification problems with machine learning methods. The correctly and incorrectly classified data belong the classes can be reached by using the data in this table [31]. In the table, four data exist as true positive ($TP$), true negative ($TN$), false positive ($FP$) and false negative ($FN$). Accordingly,

- True Positive ($TP$) represents the true classified positive samples,
- True Negative ($TN$) represents the true classified negative samples,
- False Positive ($FP$) represents the false classified positive samples,
- False Negative ($FN$); represents the false negative samples [32].

Tab. 2 shows the placement of these values on the matrix.

### Table 2 Confusion matrix

<table>
<thead>
<tr>
<th>ACTUAL</th>
<th>PREDICTED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>$TN$</td>
<td>$FP$</td>
</tr>
<tr>
<td>$FN$</td>
<td>$TP$</td>
</tr>
</tbody>
</table>

### 3.7 Performance Evaluation Metrics

For the detailed performance evaluation of the models trained with the data in the dataset, there are also different metrics other than the classification success [33]. F-score, precision, and recall metrics are the other metrics utilized for evaluation of the success of the model [34]. The F-score is a measurement metric which will include all error cost, not just
misclassified samples. The class variable is used to evaluate the performance of models in datasets that are not evenly distributed. It is calculated by taking the harmonic average of precision and recall values [35]. Precision is a metric used to see how many samples classified as true and false positives are actually positive. Recall, on the other hand, is the metric showing how many of the samples that should be predicted positively were classified as positive [36]. The four performance metrics used in the study are calculated by the formulas in Tab. 3.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>( \frac{TP + TN}{TP + TN + FP + FN} )</td>
</tr>
<tr>
<td>F-score</td>
<td>( \frac{2 \times \frac{TP \times Recall}{Precision + Recall}}{Precision + Recall} )</td>
</tr>
<tr>
<td>Precision</td>
<td>( \frac{TP}{TP + FP} )</td>
</tr>
<tr>
<td>Recall</td>
<td>( \frac{TP}{TP + FN} )</td>
</tr>
</tbody>
</table>

These four metric values represent the success of the model. The higher the value, the higher the success of the model [37].
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4 EXPERIMENTAL RESULTS

Thanks to the data distribution charts, preliminary information can be obtained about their classification success before the models are trained. The distribution ratio of class values also enables to make decision about which kind of testing procedures to be performed on models. The repetition status of each feature in the dataset, that is, the data distribution graphs created according to its frequency are shown in Fig. 1. The result value indicated in blue color indicates negative (0), and the result value indicated in red color indicates positive (1). The output demonstrated in blue color indicates that the value is negative (0), and the output demonstrated in red color indicates that the value positive (1).
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Output values are 200 negative (0), 320 positive (1). After analyzing the data distributions, the training of the models was carried out. The classification processes were performed with the k-NN, LR, RF models, and the Stacking model created by combining these models. The flow chart of the processes performed with the models is given in Fig. 2.
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Table 4 Confusion matrix of all models

<table>
<thead>
<tr>
<th>ACTUAL</th>
<th>PREDICTED</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative</td>
</tr>
<tr>
<td>Negative</td>
<td>191</td>
</tr>
<tr>
<td>Positive</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>199</td>
</tr>
<tr>
<td></td>
<td>179</td>
</tr>
<tr>
<td></td>
<td>24</td>
</tr>
</tbody>
</table>

In order to make a comparison between the accuracies of different classification models, in the study, performance measurements were carried out on the dataset used. The cross-validation method was utilized to obtain a standard in classification and to get rid of the subjectivity of the classification methods performed with the train-test distinction. In cross-validation method, the dataset is divided
into $k$ parts. Each part is utilized as a validation set. The remaining $k-1$ part is used for training the algorithm. The average of the success rates obtained as a result of these processes performed $k$ times gives the classification success of the algorithm. In this way, classification success can be measured objectively. The value of $k$ was determined as 10 in the training with a dataset containing 520 lines of data. Confusion Matrices of all methods used are given in order. The performances of the classifiers were compared by using confusion matrix values. Confusion Matrices obtained as a result of the classification with all models are shown in Tab. 4.

In Tab. 4 (a), with the k-NN model, 43 data in total were classified incorrectly. In Tab. 4(b), with the LR model, 45 data in total were classified incorrectly, while 475 data were classified correctly. In Tab. 4 (c), 11 data were classified incorrectly and 509 data were classified correctly with the RF model. In Tab. 4(d), with the Stacking meta model based on k-NN, LR and RF models, 2 data were classified incorrectly, while 518 data were correctly classified. The results obtained as a result of the statistical calculations by the data of Confusion Matrix are included in Tab. 5.

Classification success rates of LR, k-NN, RF models and the Stacking meta model which is a combination of these models are shown in Tab. 6.
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**Figure 3** Accuracy of classification models

### Table 5 Performance metrics of models

<table>
<thead>
<tr>
<th></th>
<th>F-Score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-NN</td>
<td>0.918</td>
<td>0.923</td>
<td>0.917</td>
</tr>
<tr>
<td>LR</td>
<td>0.914</td>
<td>0.914</td>
<td>0.913</td>
</tr>
<tr>
<td>RF</td>
<td>0.982</td>
<td>0.973</td>
<td>0.987</td>
</tr>
<tr>
<td>Stacking</td>
<td>0.996</td>
<td>0.996</td>
<td>0.996</td>
</tr>
</tbody>
</table>

### Table 6 Classification success rates of models

<table>
<thead>
<tr>
<th></th>
<th>LR</th>
<th>k-NN</th>
<th>RF</th>
<th>Stacking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>91.3%</td>
<td>91.7%</td>
<td>97.9%</td>
<td><strong>99.6%</strong></td>
</tr>
</tbody>
</table>

According to Tab. 6, LR model has the lowest classification success with a rate of 91.3% while the highest classification success belongs to the Stacking Meta Model with 99.6%. The Stacking Model has the highest F-score value with 0.966, precision 0.996 and recall 0.996 values. The lowest F-score value, on the other hand, belongs to the LR Model with 0.914, precision 0.914, recall 0.913 values. Fig. 3 gives the success rates of the models.

### Table 7 Studies conducted by using the Early Stage Diabetes Risk Prediction dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>90.20</td>
<td>[1]</td>
</tr>
<tr>
<td>C4.5 DT</td>
<td>93.02</td>
<td>[23]</td>
</tr>
<tr>
<td>ANN</td>
<td>95.19</td>
<td>[19]</td>
</tr>
<tr>
<td>APGWO-MLP</td>
<td>97.00</td>
<td>[16]</td>
</tr>
<tr>
<td>k-NN</td>
<td>97.86</td>
<td>[18]</td>
</tr>
<tr>
<td>ANN</td>
<td>98.73</td>
<td>[17]</td>
</tr>
<tr>
<td>Proposed Stacking</td>
<td><strong>99.6%</strong></td>
<td></td>
</tr>
</tbody>
</table>

The Stacking Model, which has the highest classification success, can be used as a decision support system in the early diagnosis of diabetes. Achieving 100% success in the field of health is always a desirable conclusion. It is thought that the success of classification can be increased via different machine learning approaches.

### 5 CONCLUSION

The changes in people's diet and lifestyle, may bring about an increase also in the diseases caused by diabetes besides the increase in diabetes disease in the society. Early diagnosis ensures to start treatment of diseases earlier and to halt the diseases’ progression. With the classification models formed via using the early diagnosis diabetes dataset created for this purpose, it can be possible to detect diabetes at an early stage. Within the scope of this study, classification processes have been completed for the early diagnosis of diabetes. k-NN, LR, RF and the Stacking meta model created by combining these 3 models were used in classification. The classification successes obtained with these models are 91.7%, 91.3%, 97.9% and 99.4%, respectively. When the success rates are examined, it is understood that the Stacking Model has the highest classification success. The fact that the Stacking Model has a higher success compared to other methods is due to the models that make up this model classify the data correctly and incorrectly. In addition, models become able to classify the data more accurately when they are combined. It was also observed that the classification success of the Stacking Meta-Model, which was created using the models with different $FN$ and $FP$ classification numbers, is higher. A higher classification success was obtained compared to the results obtained in literature studies using the same data set. The comparison of the proposed model with the models in other studies is given in Tab. 7.

### 6 REFERENCES


Authors’ contacts:

Ilkay Cinar  
Department of Computer Engineering, Selcuk University,  
Alaaddin Keykubat Campus, 42075 Konya, Turkey  
ilkay.cinar@selcuk.edu.tr  
ORCID: 0000-0003-0611-3316

Yavuz Selim Taspinar  
Doganhisar Vocational School, Selcuk University  
Alaaddin Keykubat Campus, 42075 Konya, Turkey  
ytaspinar@selcuk.edu.tr  
ORCID: 0000-0002-7278-4241

Murat Koklu  
(Corresponding author)  
Department of Computer Engineering, Selcuk University  
Alaaddin Keykubat Campus, 42075 Konya, Turkey  
Tel: +90 332 223 33 48, mkoklu@selcuk.edu.tr  
ORCID: 0000-0002-2737-2360