
MATHEMATICAL COMMUNICATIONS 49
Math. Commun. 28(2023), 49–67

Infinite product representation of solutions of indefinite

problem with a finite number of arbitrary turning points

Hamidreza Marasi∗, Abdolbaghi Soltani and Aliasghar Jodayree

Akbarfam

Department of Applied Mathematics, Faculty of Mathematical Sciences, University of

Tabriz, Tabriz, Iran

Received September 15, 2021; accepted September 9, 2022

Abstract. In this paper we consider the Sturm-Liouville equation

y
′′ + (ρ2φ2(x)− q(x))y = 0 (1)

on a finite interval I , say I = [0, 1], under the assumption that I contains a finite number
of arbitrary type turning points, which are zeros of φ in I . According to the four types
of turning points, first we obtain the asymptotic forms of the solutions of (1), and then
based on Hadamard’s factorization theorem we use this asymptotic estimates to study the
infinite product representation of solutions of such equations. Infinite product form of the
solution has a basic application in studies of inverse spectral problems.
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1. Introduction

In the literature dealing with differential equations we encountered a large number
of research papers studying the Sturm-Liouville equation, i.e.,

y′′ + (ρ2φ2(x)− q(x))y = 0, 0 ≤ x ≤ 1, (2)

where the functions φ2 and q are referred to as coefficients of the problem, the
function φ2(x) as the weight, and q(x) as the potential function, which are real
valued functions in [0, 1]. We call the zeros of φ2(x), assumed to be a discrete set,
turning points or transition points (TP) of (2). Let us define I+(I−)) by the set
of x ∈ (0, 1), where φ2(x) > 0( φ2(x) < 0) and x ∈ I0 if φ2(x) = 0. The weight
function φ2(x) is said to be indefinite if I+ and I− each have a positive Lebesgue
measure. In the vast majority of differential equations, especially in equations with
variable coefficients, we can not obtain an exact solution, so we must resort to
methods of approximation. One of the most important approximation methods
are asymptotic methods, representing the solution by an asymptotic form. There
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are in-depth studies for the existence of the asymptotic solution of (2), depending
on parameter ρ2. In [20], Mingarelli has presented a historical review. There are
fundamental roles of asymptotic techniques for solving differential equations of the
form (2), and also in the analysis and development of the methods of modern applied
mathematics and theoretical physics. Based on transformations to a first order
system, an asymptotic theory has been developed for linear differential equations
by some authors who started from the work of Birkohoff [2], where we see various
diagonal transformations. The mentioned methods can be found in the books by
Wasow [27, 28]. There are important innovations in studies on the asymptotic
approximation of solutions of Sturm-Liouville equations, such as in the results of
Olver [23], Doronidcyn [4], McKelvey [19], Kazarinoff [11], Langer [14], Dyachenko
[5], Wazwaz [29], Tumanov [26], and Kheiri, Jodayree & Mingarelli [12].
On the other hand, an important issue is how to deal with the equations involving
turning points. The importance of asymptotic methods in obtaining the solution of
a Sturm-Liouville equation with multiple turning points has been realized by Olver
([23, 22, 21]), Heading [9], Leung [16], and Eberhard, Freiling & Schneider [6].
But, in asymptotic methods for solutions of differential or integral equations we can
not obtain a closed form for the solution and this is a weakness of these methods.
Indeed, in methods studying dual equations we need a closed form of the solution.
On the other hand, for representing the solution as a closed form first we note that,
based on the results of Halvorsen [7], any solution y(x, λ) of (2) with a fixed set of
initial conditions is an entire function of λ, of order α, where α does not exceed 1

2 ,
for each fixed x ∈ [0, 1]. Therefore, by the classical Hadamard factorization theorem
[17]), one can express such solutions as an infinite product, which is a closed form
of the solution, and so this provides us an effective tool for approximation purposes
in the various applications. We can see some applications of such infinite product
representations in [3, 13, 25].
In [18], we considered

y′′ + (ρ2φ2(x)− q(x))y = 0,

where x ∈ I = [0, 1], subject to initial conditions y(0, λ) = 1, y′(0, λ) = 0, under
the assumption that q(x) is Lebesgue integrable on the interval [0, 1], and also φ2(x)
has m zeros, which are called turning points of the problem, such that one of the
turning points is of odd order, while the others are of even order. In other words, it
is assumed that

φ2(x) = φ0(x)
m
∏

v=1

(x− xv)
−ℓv ,

where ℓ1 = 4k + 1 and ℓv = 4k, v = 2, . . . ,m, based on the notations of [6], x1 was
of Type IV, while x2, x3, . . . , xv were of Type II. In [18], the solution y(x, λ) of (2)
with these assumptions is represented with an infinite product for any x ∈ [0, 1]. In
this paper, we consider the same equation (2) on a finite interval I, say I = [0, 1],
subject to arbitrary initial conditions, say, for example, y(0, λ) = 0, y′(0, λ) = 1.
The equation can also have an arbitrary number of turning points of any kind.
Corresponding to the shape and form of the asymptotic distributions of eigenvalues
we obtain the infinite product representation of the solution of (2) between two
successive turning points.
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2. Notations, fundamental solutions and preliminary results

To provide asymptotic fundamental solutions, let us consider

y′′ + (ρ2φ2(x)− q(x))y = 0, x ∈ I = [0, 1], (3)

where φ2 and q are real functions, and ρ2 = λ is the spectral parameter. Suppose
q ∈ L2[0, 1], and without loss of generality, let q be a positive function, and also

φ2(x) = φ0(x)

m
∏

v=1

(x− xv)
ℓv , (4)

where 0 = x0 < x1 < x2 < · · · < xm < 1 = xm+1, ℓv ∈ N , φ0(x) > 0 for
x ∈ I = [0, 1], and φ0 is twice continuously differentiable on I. In other words, the
equation has m turning points of order ℓv.
Turning points are classified into four different types according to the following
definition: For 1 ≤ v ≤ m, let Iv,ǫ = [xv−1 + ǫ, xv+1 − ǫ], then

Tv =























I, ℓv = 4k;φ2(x)(x − xv)
−lv < 0,

II, if ℓv = 4k;φ2(x)(x − xv)
−lv > 0,

III, if ℓv = 4k + 1;φ2(x)(x − xv)
−lv < 0,

IV, if ℓv = 4k + 1;φ2(x)(x − xv)
−lv > 0,

is called the type of xv, where it is assumed that x ∈ Iv,ǫ,.
Furthermore, we set

µv =
1

2 + ℓv
,

and

ϑv =

{

2, if Tv = III, IV

1, if Tv = I, II
, (5)

δv =

{

1, if Tv = II, IV

2, if Tv = I, III
. (6)

Indeed, we define

[1] ≡ 1 + O

(

1

λ

)

, as λ→ ∞

[α] ≡ α+O(ρ−σ0), α ∈ C, and σ0 = min{µ1, µ2, . . . , µm}.

For ρ ∈ S−1

S−1 = {ρ | arg ρ ∈ [−π
4
, 0]},

it is shown in [6] that for each fixed x ∈ Iv,ǫ, according to the type of xv, there

exists a fundamental system of solutions of (3) {ZTv

v,1(x, ρ), Z
Tv

v,2(x, ρ)}, which are as
follows:
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• Turning point of type I:

ZI
v,1(x, ρ) =

{

| φ(x) |− 1
2 eρ

∫
x
xv

|φ(t)|dt[1], xv−1 < x < xv

| φ(x) |− 1
2 cscπµve

ρ
∫

x

xv
|φ(t)|dt[1], xv < x < xv+1

,

ZI
v,2(x, ρ) =

{

| φ(x) |− 1
2 e−ρ

∫
x

xv
|φ(t)|dt[1], xv−1 < x < xv

| φ(x) |− 1
2 sinπµve

−ρ
∫

x
xv

|φ(t)|dt[1], xv < x < xv+1

,

ZI
v,1(xv, ρ) =

√
2π

2
(ιρ)

1
2
−µv cscπµve

ıπ(− 1
4
+µv

2
) 2

µvψ(xv)

Γ(1− µv)
[1],

ZI
v,2(xv, ρ) =

√
2π

2
(ιρ)

1
2
−µveıπ(−

1
4
+µv

2
) 2

µvψ(xv)

Γ(1− µv)
[1],

where

ψ(x1) = lim
x→x1

φ−
1
2 (x)

{
∫ x

x1

φ(t)dt

}
1
2
−µ1

,

and we have

W(ρ) = W(ZI
v,1(x, ρ), Z

I
v,2(x, ρ)) = −2ρ[1],

where W (f(x), g(x)) := f(x)g′(x) − f ′(x)g(x) denotes the Wronskian.

• Turning point of type II:

ZII
v,1(x, ρ) =











| φ(x) |− 1
2 eıρ

∫
x
xv

|φ(t)|dt[1], xv−1 < x < xv

| φ(x) |− 1
2 cscπµv{eıρ

∫
x
xv

|φ(t)|dt[1] + ı cosπµve
−ıρ

∫
x
xv

|φ(t)|dt[1]},
xv < x < xv+1

ZII
v,2(x, ρ) =











| φ(x) |− 1
2 {e−ıρ

∫
x
xv

|φ(t)|dt[1] + ı cosπµve
ıρ

∫
x
xv

|φ(t)|dt[1]},
xv−1 < x < xv

| φ(x) |− 1
2 sinπµve

−ıρ
∫

x
xv

|φ(t)|dt[1], xv < x < xv+1

ZII
v,1(xv , ρ) =

√
2π

2
ρ

1
2
−µv cscπµve

ıπ( 1
4
−µv

2
) 2

µvψ(xv)

Γ(1− µv)
[1],

ZII
v,2(xv , ρ) =

√
2π

2
ρ

1
2
−µveıπ(

1
4
−µv

2
) 2

µvψ(xv)

Γ(1− µv)
[1],

W (ρ) =W (ZII
v,1(x, ρ), Z

II
v,2(x, ρ)) = −2ιρ[1].
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• Turning point of type III:

ZIII
v,1 (x, ρ) =

{

| φ(x) |− 1
2 eıρ

∫
x
xv

|φ(t)|dt[1], xv−1 < x < xv

1
2 | φ(x) |− 1

2 csc πµv

2 eρ
∫

x
xv

|φ(t)|dt+ ιπ
4 [1], xv < x < xv+1

,

ZIII
v,2 (x, ρ) =

{

|φ(x) |− 1
2 {e−ıρ

∫
x
xv

|φ(t)|dt[1] + ıeıρ
∫

x
xv

|φ(t)|dt[1]}, xv−1 < x < xv

2 | φ(x) |− 1
2 sin πµv

2 e−ρ
∫

x

xv
|φ(t)|dt+ ιπ

4 [1], xv < x < xv+1

ZIII
v,1 (xv, ρ) =

√
2π

2
(ιρ)

1
2
−µv cscπµv

2µvψ(xv)

Γ(1− µv)
[1],

ZIII
v,2 (xv, ρ) =

√
2π

2
(ιρ)

1
2
−µveι

πµv
2 sec(

πµv

2
)
2µvψ(xv)

Γ(1− µv)
[1],

W (ρ) =W (Z III
v,1 (x, ρ), ZIII

v,2 (x, ρ)) = −2ιρ[1].

• Turning point of type IV:

ZIV
v,1(x, ρ) =















| φ(x) |− 1
2 eρ

∫
x

xv
|φ(t)|dt[1], xv−1 < x < xv

1
2 csc

πµv

2 | φ(x) |− 1
2 {eıρ

∫
x
xv

|φ(t)|dt−ı π
4 [1]

+e−ıρ
∫

x
xv

|φ(t)|dt+ıπ
4 [1]}, xv < x < xv+1

(7)

ZIV
v,2(x, ρ) =

{

| φ(x) |− 1
2 e−ρ

∫
x
xv

|φ(t)|dt[1], xv−1 < x < xv

2 sin πµv

2 | φ(x) |− 1
2 {e−ıρ

∫
x
xv

|φ(t)|dt−ıπ
4 [1]}, xv < x < xv+1

(8)

ZIV
v,1 (xv, ρ) =

√
2π

2
ρ

1
2
−µv cscπµv

2µvψ(xv)

Γ(1− µv)
[1], (9)

ZIV
v,2 (xv, ρ) =

√
2π

2
ρ

1
2
−µve−ı

πµv
2 sec(

πµv

2
)
2µvψ(xv)

Γ(1− µv)
[1], (10)

W (ρ) =W (Z IV
v,1 (x, ρ), ZIV

v,2 (x, ρ)) = −2ρ[1]. (11)

Based on the result of Halvorsen [7], the solution y(x, λ) of (3) under the initial
conditions on y, y′ at a point c, 0 < c < x < 1, is an entire function of λ of order
1
2 if

∫ x

c
|φ(t)|dt 6= 0. On the other hand, an entire function of finite order l can be

represented as

f(z) = zmeg(z)
∏

n

(1− z

an
)e

z
an

+ 1
2
( z
an

)2+···+ 1
h
( z
an

)h ,

where an are its zeros arranged in an increasing order, h ≤ l, g(z) is a polynomial
of degree q such that q ≤ l, and m is the multiplicity of origin as a zero of f(z). For
example, we provide two well-known results for later uses:

sinh z = z

∞
∏

m=1

(1 +
z2

m2π2
),
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and

sinh c
√
z = c

√
z

∞
∏

m=1

(1 +
zc2

m2π2
) = c

√
z

∞
∏

m=1

(1 +
z

z2m
),

where zm = mπ
c
, and the domain of the function f(z) = z

1
2 is the complement of a

negative real axis z ≤ 0, while the range of z
1
2 is the right half of the z plane with

the imaginary axis excluded.
Moreover, for the entire function J ′

v(z) [1]

J ′
v(z) =

(z/2)v−1

2Γ(v)

∏

(1− z2

j̃2m
), v > 0, (12)

where

j̃2m = m2π2 − mπ2

2
+O(1), (13)

are the positive zeros of J ′
1(z). By putting z = c

√
λ, Γ(1) = 1 in (12) we obtain

J ′
1(c

√
λ) =

1

2

∏

(1 − λc2

j̃2m
), (14)

and similarly we have

J ′
1(ιc

√
λ) =

1

2

∏

(1 +
λc2

j̃2m
). (15)

3. Asymptotic form of the solution

We consider the following second order differential equation:

y′′ + (λφ2(x) − q(x))y = 0, t ∈ I = [0, 1] (16)

y(0, λ) = 0, y′(0, λ) = 1, (17)

where λ = ρ2 and we suppose that φ2(x) is of the form (4), that is, the problem
has m turning points x1, x2, . . . , xm,, in I, which are zeros of φ. The solution of the
problem in I1,ǫ, can be obtained by applying the initial conditions to

y(x, ρ) = C1(ρ)Z
T1

1,1(x, ρ) + C2(ρ)Z
T1

1,2(x, ρ), x ∈ I1,ǫ.

Consequently, in view of formulas {ZT1

1,1(x, ρ), Z
T1

1,2(x, ρ)} and {ZT1

1,1(x1, ρ), Z
T1

1,2(x1, ρ)},
we have

y(0,x1)(x, ρ) = H(x, ρ)e(−1)δ1−1(ι)δ1ρ
∫

x
0

|φ(t)|dtEk(x, ρ),

y(x1, ρ) = F (x1, µ1, ρ) cscπµ1e
(−1)θ1(ι)ϑ1ρ

∫ x1
0

|φ(t)|dtEk(x1, ρ),

where H(x, ρ) and F (x1, µ1, ρ) are obtained using the fundamental solutions accord-
ing to the type of turning point x1 and applying the initial conditions, k is the same
as in ℓ1 = 4k or ℓ1 = 4k + 1 and

Ek(x, ρ) = [1] +

ν(x)
∑

n=1

eραkβkn(x)[bkn(x)],
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such that α−2 = α1 = −1, α0 = −α−1 = ı, βkν(x)(x) 6= 0, 0 < δ ≤ βk1(x) < βk2(x) <
· · · < βkν(x)(x) ≤ 2max{R+(1),R−(1)}, where

R+(x) =

∫ x

0

√

max{0, φ2(t)}dt, (18)

R−(x) =

∫ x

0

√

max{0,−φ2(t)}dt. (19)

Furthermore, the integer-valued functions ν and bkn for ǫ sufficiently small are con-
stant in intervals [0, x1− ǫ] and [x1+ ǫ, x2− ǫ]. In the following lemma we obtain the
asymptotic solution of the problem (16)-(17) in the interval [xv, xv+1) by a recurence
relation, back from the solution in the interval (0, x1].

Lemma 1. Let y(xv,xv+1)(x, ρ) be the asymptotic solution of initial value problem
(16) in the interval (xv, xv+1). Then

y(0,x1)(x, ρ) = H(x, ρ)e(−1)δ1−1(ι)δ1ρ
∫

x
0

|φ(t)|dtEk(x, ρ) = A(x, ρ)Ek(x, ρ), (20)

and for x ∈ (xv, xv+1), v ≥ 1, we have

y(xv,xv+1)(x, ρ) =
1

2r
A(x1, ρ)

∏

xi≤xv

csc
πµi

2ϑi−1
e(−1)δv−1(ι)δvρ

∑
xi<xv

∫ xi+1
xi

|φ(t)|dt

× e
∑

xi≤xv :Ti=III,IV (−1)δv ιπ
4 e(−1)δv−1(ι)δvρ

∫
x
xv

|φ(t)|dtEk(x, ρ),

(21)

where r is the number of turning points xi ≤ xv, which are of type III or IV .
Furthermore,

y(x1, ρ) = F (x1, µ1, ρ) cscπµ1e
(−1)θ1(ι)ϑ1ρ

∫ x1
0

|φ(t)|dtEk(x1, ρ), (22)

and for xv > x1, turning point II or IV , we have

y(xv, ρ) =
1

2s
F (xv, µv, ρ)e

(2−ϑv)ιπ(
1
4
−µv

2
)e(−1)θ1(ι)ϑ1ρ

∫ x1
0

|φ(t)|dt cscπµv

∏

xi<xv

csc
πµi

2ϑi−1

× e(−1)δv−1(ι)δvρ
∑

xi<xv

∫ xi+1
xi

|φ(t)|dte
∑

xi<xv :Ti=III,IV (−1)δv ιπ
4 Ek(xv , ρ).

Similarly, for xv > x1, turning point of type I or III, we have

y(xv, ρ) =
1

2s
F (xv, µv, ιρ)e

(2−ϑv)ιπ(− 1
4
+µv

2
)e(−1)θ1(ι)ϑ1ρ

∫ x1
0

|φ(t)|dt cscπµv

∏

xi<xv

csc
πµi

2ϑi−1

× e(−1)δv−1(ι)δvρ
∑

xi<xv

∫ xi+1
xi

|φ(t)|dte
∑

xi<xv :Ti=III,IV (−1)δv ιπ
4 Ek(xv, ρ).

where s is the number of turning points xi < xv, which are of type III or IV.

Proof. Clearly, (20) and (22) are evident as mentioned above. Now we fix x ∈
(x1, x2), then by using of {ZT2

2,1(x, ρ), Z
T2

2,2(x, ρ)} and Cramer’s rule we can determine
the connection coefficients A(ρ), B(ρ) such that

y(x1,x2)(x, ρ) = A(ρ)ZT2

2,1(x, ρ) + B(ρ)ZT2

2,2(x, ρ).



56 H.Marasi, A. Soltani and A. Jodayree Akbarfam

The continuation of the solution y(x, λ) to the interval (x2, x3) satisfies

y(x2,x3)(x, ρ) = A(ρ)ZT2

2,1(x, ρ) + B(ρ)ZT2

2,2(x, ρ).

This procedure can be used to calculate the solution in the remaining intervals.
Now we suppose that y(xi,xi+1)(x, ρ) = D(xi,xi+1)(x, ρ)Ek(x, ρ) is the asymptotic
form of the solution of initial value problem (16)-(17) in the interval (xi, xi+1),
i = 1, 2, . . . ,m, with xm+1 = 1. By the above procedure and according to the
fundamental solution form introduced in Section 2, we can easily show the following
assertions:

i: If xv is a turning point of type I, then

D(xv ,xv+1)(x, ρ) = D(xv−1,xv)(xv, ρ) cscπµve
ρ
∫

x

xv
|φ(t)|dt.

ii: If xv is a turning point of type II, then

D(xv,xv+1)(x, ρ) = D(xv−1,xv)(xv, ρ) cscπµve
ιρ

∫
x
xv

|φ(t)|dt.

iii: If xv is a turning point of type III, then

D(xv ,xv+1)(x, ρ) =
1

2
D(xv−1,xv)(xv, ρ) csc

πµv

2
eρ

∫
x
xv

|φ(t)|dt+ ιπ
4 .

iv: If xv is a turning point of type IV, then

D(xv,xv+1)(x, ρ) =
1

2
D(xv−1,xv)(xv, ρ) csc

πµv

2
eιρ

∫
x

xv
|φ(t)|dt− ιπ

4 .

And this proves the lemma.

Example 1. Let y(x, ρ) be the solution of (16)-(17) and suppose that the first turning
point x1 is of type IV (that is, of order l1 = 4k+1) and other m− 1 turning points
are arbitrary. Using the fundamental solutions {ZIV

1,1 (x, ρ), Z
IV
1,2 (x, ρ)} one can get

y(x, ρ) =
1

−2ρ
(ZIV

1,1 (0, ρ)Z
IV
1,2 (x, ρ)− ZIV

1,1 (x, ρ)Z
IV
1,2 (0, ρ)), x ∈ (0, x1);

then from (7) and (8) we conclude

y(x, ρ) =
|φ(x)φ(0)|−1

2

2ρ
{eρ

∫
x
0

|φ(t)dt[1]− e−ρ
∫

x
0

|φ(t)dt[1]}, x ∈ (0, x1),

or

y(x, ρ) =
|φ(x)φ(0)|−1

2

2ρ
eρ

∫
x
0

|φ(t)dtEk(x, ρ), x ∈ (0, x1). (23)

Furthermore, by virtue of (9) and (10) we get

y(x1, ρ) =
|φ(0)|− 1

2

√
2πρ

1
2
−µ12µ1ψ(x1) cscπµ1

4Γ(1− µ1)
eρ

∫ x1
0

|φ(t)|dtEk(x, ρ).
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Using Lemma 1 we calculate

y(x, ρ) =
|φ(x)φ(0)|−1

2

4ρ
csc

πµ1

2
e
ρ
∫ x1
0

|φ(t)dt+ιρ
∫

x
x1

|φ(t)dt− ιπ
4 Ek(x, ρ), x1 < x < x2.

(24)
We note that (24) can also be obtained directly.
Now for a turning point of type IV, using Lemma 1, the solution in the interval
(xv, xv+1) is of the form

y(xv,xv+1)(x, ρ) =
1

2k
|φ(x)φ(0)|−1

2

2ρ
csc

πµ1

2
csc

πµv

2
eρ

∫ x1
0

|φ(t)|dt− ιπ
4

∏

x2≤xi<xv

csc
πµi

2ϑi−1

× e(−1)δv−1(ι)δvρ
∑

xi<xv

∫ xi+1
xi

|φ(t)|dte
∑

x2≤xi<xv :Ti=III,IV (−1)δv ιπ
4

× eιρ
∫

x

xv
|φ(t)|dt− ιπ

4 Ek(x, ρ).

(25)

Furthermore, for a turning point of type III, we have

y(xv,xv+1)(x, ρ) =
1

2k
|φ(x)φ(0)|−1

2

2ρ
csc

πµ1

2
csc

πµv

2
eρ

∫ x1
0

|φ(t)|dt− ιπ
4

∏

x2≤xi<xv

csc
πµi

2ϑi−1

× e(−1)δv−1(ι)δvρ
∑

xi<xv

∫ xi+1
xi

|φ(t)|dte
∑

x2≤xi<xv :Ti=III,IV (−1)δv ιπ
4

× eρ
∫

x
xv

|φ(t)|dt+ ιπ
4 Ek(x, ρ).

Similarly, for a turning point of type II, we obtain

y(xv,xv+1)(x, ρ) =
1

2r
|φ(x)φ(0)|−1

2

2ρ
csc

πµ1

2
cscπµve

ρ
∫ x1
0

|φ(t)|dt− ιπ
4

∏

x2≤xi<xv

csc
πµi

2ϑi−1

× e(−1)δv−1(ι)δvρ
∑

xi<xv

∫ xi+1
xi

|φ(t)|dte
∑

x2≤xi<xv :Ti=III,IV (−1)δv ιπ
4

× eιρ
∫

x
xv

|φ(t)|dtEk(x, ρ).

(26)

And for a turning point of type I, we have

y(xv,xv+1)(x, ρ) =
1

2r
|φ(x)φ(0)|−1

2

2ρ
csc

πµ1

2
cscπµve

ρ
∫ x1
0

|φ(t)|dt− ιπ
4

∏

x2≤xi<xv

csc
πµi

2ϑi−1

× e(−1)δv−1(ι)δvρ
∑

xi<xv

∫ xi+1
xi

|φ(t)|dte
∑

x2≤xi<xv :Ti=III,IV (−1)δv ιπ
4

× eρ
∫

x
xv

|φ(t)|dtEk(x, ρ).

Indeed, according to Lemma 1 for a turning point of type II or IV, we obtain

y(xv, ρ) =
1

2s
|φ(0)|− 1

2

√
2πρ

1
2
−µ12µ1ψ(x1) cscπµv

4Γ(1− µ1)
eρ

∫ x1
0

|φ(t)|dte(2−ϑv)ιπ(
1
4
−µv

2
)

×
∏

xi<xv

csc
πµi

2ϑi−1
e(−1)δv−1(ι)δvρ

∑
xi<xv

∫ xi+1
xi

|φ(t)|dt

× e
∑

xi<xv :Ti=III,IV (−1)δv ιπ
4 Ek(xv, ρ).

(27)
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And for a turning point of type I or III, we have

y(xv, ρ) =
1

2s
|φ(0)|− 1

2

√
2π(ιρ)

1
2
−µ12µ1ψ(x1) cscπµv

4Γ(1− µ1)
eρ

∫ x1
0

|φ(t)|dte(2−ϑv)ιπ(− 1
4
+µv

2
)

×
∏

xi<xv

csc
πµi

2ϑi−1
e(−1)δv−1(ι)δvρ

∑
xi<xv

∫ xi+1
xi

|φ(t)|dt

× e
∑

xi<xv :Ti=III,IV (−1)δv ιπ
4 Ek(xv, ρ).

(28)

4. Infinite product representation

Now let y(x, λ) be the solution of initial value problem (16)-(17). For each fixed
x ∈ I, the function y(x, λ) has a set of zeros, {λn(x)}, such that y(x, λn(x)) = 0.
Therefore, these zeros are correspond to the eigenvalues of the associated Dirichlet
problem for equation (16) on [0, x].
First, let 0 < x < x1, where x1 is the first turning point; then the Dirichlet problem
associated with (16) on [0, x] has a sequence of negative eigenvalues, {λn(x)}, if x1
is of type I or IV , and a sequence of positive eigenvalues if x1 is of type II or III,
such that Hadamard’s theorem yields:

y(x, λ) = B(x)

∞
∏

n=1

(1− λ

λn(x)
), (29)

where the constantB(x) does not depend on λ but may depend on x. By substituting
ρ by iρ in (20) and using ([15, Theorem 7]) or ([24, p. 26]) and [8] from y(x, λ) = 0,
we see that each function λn(x) has the following asymptotic:

√

(−1)δ1+ϑ1λn(x) =
nπ

∫ x

0
|φ(t)|dt +O(

1

n
), 0 < x < x1. (30)

In order to estimate B(x) we rewrite (29) as follows:

y(x, λ) =B(x)

∞
∏

n=1

(1 − λ

λn(x)
)

=B(x)
∏ λn(x)− λ

λn(x)

=B1(x)
∏ λ− λn(x)

z2n
,

(31)

with

B1(x) = B(x)
∏ −z2n

λn(x)
,

where zn = nπ
R−(x) .

We note that on any compact subinterval of (0, x1) the infinite product
∏ −z2

m

λm(x) is
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absolutely convergent since

−z2m
λm(x)

= 1 +O(
1

m2
),

where the function
−z2

m

λm(x) continues and such that the O-term is uniformly bounded
in x.
For x = x1, from (22), the eigenvalues of Dirichlet’s problem associated with (16)
have the following distributions:

√

(−)δ1+ϑ1λn(x1) =
nπ + (πµ1

2 − π
4 )

∫ x1

0
|φ(t)|dt +O(

1

n
). (32)

Then

y(x1, λ) = E(x)
∏

n≥1

(1− λ

λn(x1)
),

by Hadamard’s theorem.
Now, due to the following distribution of positive zeros of the Bessel function of
order µ1, jn, n = 1, 2, . . ., [1]

−j2n
R2

−(x1)λn(x1)
= 1 +O(

1

n2
),

the infinite product
∏ −j2n

R2
−(x1)λn(x1)

is absolutely convergent. Therefore we have

y(x1, λ) = E1(x)
∏ (λ− λn(x1))R

2
−(x1)

j2n
,

where E1(x) = E(x)
∏ −j2n

R2
−(x1)λn(x1)

.

The Dirichlet problem associated with (16) on [0, x], when x ∈ (x1, x2), has a
sequence of positive and negative eigenvalues, {(1 − δx1,I

)
√

λn1(x) = (1 − δx1,I
)

·un1(x)}∞n1=1, {(1 − δx1,II
)
√

−λn1(x) = (1 − δx1,II
)rn1(x)}∞n1=1, respectively, where

δ is the Kronecker delta function. Without loss of generality, we assume that the
function r(x) changes its sign and as a result we will have both positive and negative
eigenvalues. From the asymptotic solution (21) we have

un1(x) =
nπ − π

4
∫ x

x1
|φ(t)|dt

+O(
1

n
),

and

rn1(x) = − nπ − π
4

∫ x1

0
|φ(t)|dt +O(

1

n
).

Similarly to the previous interval, by Hadamard’s theorem, we have

y(x, λ) = F (x)

∞
∏

n=1

(1− λ

rn,1(x)
)

∞
∏

n=1

(1− λ

un,1(x)
), x1 < x < x2.
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Due to the following distributions [1]:

j̃2n
R2

+(x)un1(x)
=1 +O(

1

n2
),

−j̃2n
R2

−(x1)rn1(x)
=1 +O(

1

n2
),

where j̃n, n = 1, 2, . . . , are the positive zeros of J ′
1(z), we conclude that the infinite

products
∏ j̃2n

R2
+
(x)un1(x)

and
∏ −j̃2n

R2
−(x1)rn1(x)

are absolutely convergent, x1 < x < x2.

Then, we may write

y(x, λ) = F1(x)
∏ (λ− rn1(x))R

2
−(x1)

j̃2n

∏ R2
+(x)(un1(x) − λ)

j̃2n
,

where

F1(x) = F (x)
∏ j̃2n

R2
+(x)un1(x)

∏ −j̃2n
R2

−(x1)rn1(x)
.

Now, let x ∈ (xv, xv+1), xv ≥ x2, and xv is a turning point of type II or IV. In this
case, the Dirichlet problem associated to (16) on [0, x] has a sequence of positive
and negative eigenvalues, {

√

λnv(x) = unv(x)}∞nv=1, {
√

−λnv(x) = rnv(x)}∞nv=1,
respectively. From the asymptotic form of the solution, (21), we have

unv(x) =
nπ −∑

x1≤xi≤xv:Ti=III,IV(−1)δv π
4

∑

xi<xv:Ti=IV,II

∫ xi+1

xi
|φ(t)|dt +

∫ x

xv
|φ(t)|dt

+O(
1

n
),

rnv(x) =−
nπ −∑

x1≤xi≤xv:Ti=III,IV(−1)δv π
4

∑

xi<xv:Ti=III,I

∫ xi+1

xi
|φ(t)|dt +

∫ x1

0
|φ(t)|dt +O(

1

n
).

For x ∈ (xv, xv+1), xv ≥ x2 of type I or III, the Dirichlet problem associated with
(16) on [0, x] has a sequence of positive and negative eigenvalues with the following
distributions:

unv(x) =
nπ −∑

x1≤xi≤xv:Ti=III,IV(−1)δv π
4

∑

xi<xv:Ti=IV,II

∫ xi+1

xi
|φ(t)|dt +O(

1

n
), (33)

rnv(x) =−
nπ −

∑

x1≤xi≤xv:Ti=III,IV(−1)δv π
4

∑

xi<xv:Ti=III,I

∫ xi+1

xi
|φ(t)|dt +

∫ x

xv
|φ(t)|dt+

∫ x1

0
|φ(t)|dt +O(

1

n
).

(34)

By Hadamard’s theorem for xv < x < xv+1, xv ≥ x2 of type II or IV, we have

y(x, λ) = C(x)
∏

n≥1

(1− λ

rnv(x)
)(1 − λ

unv(x)
).

By the following distributions:

j̃2n
R2

+(x)unv(x)
=1 +O(

1

n2
),

−j̃2n
R2

−(xv)rnv(x)
=1 +O(

1

n2
),
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where j̃n, n = 1, 2, . . . are the positive zeros of J ′
1(z), we conclude that the infinite

products
∏ j̃2n

R2
+
(x)unv(x)

and
∏ −j̃2n

R2
−(xv)rnv(x)

are absolutely convergent for each x ∈
(xv, xv+1). We write

y(x, λ) = Cv(x)
∏

n≥1

(λ− rnv(x))R
2
−(xv)

j̃2n

∏

n≥1

(unv(x)− λ)R2
+(x)

j̃2n
,

with

Cv(x) = C(x)
∏

n≥1

j̃2n
R2

+(x)unv(x)

∏

n≥1

−j̃2n
R2

−(xv)rnv(x)
.

Similarly, for a fixed x ∈ (xv, xv+1), where xv is of type I or III,

y(x, λ) = Av(x)
∏

n≥1

(λ− rnv(x))R
2
−(x)

j̃2n

∏

n≥1

(unv(x)− λ)R2
+(xv)

j̃2n
,

where

Av(x) = A(x)
∏

n≥1

j̃2n
R2

+(xv)unv(x)

∏

n≥1

−j̃2n
R2

−(x)rnv(x)
.

Furthermore, for x2 ≤ xv ≤ xm, we have

y(xv, ρ) =Mv(x)
∏

m≥1

(λ − rmv(xv))R
2
−(xv)

j̃2m

∏

m≥1

(umv(xv)− λ)R2
+(xv)

r̃2m
, (35)

where r̃m,m = 1, 2, . . ., is the sequence of positive zeros of Jµv+
3
2
and

unv(xv) =
nπ + (πµv

2 −
∑

x1≤xi<xv:Ti=III,IV(−1)δv π
4 )

∑

xi<xv:Ti=IV,II

∫ xi+1

xi
|φ(t)|dt +O(

1

n
), (36)

rnv(xv) =−
nπ −∑

x1≤xi<xv:Ti=III,IV(−1)δv π
4

∑

xi<xv:Ti=III,I

∫ xi+1

xi
|φ(t)|dt +

∫ x1

0 |φ(t)|dt
+O(

1

n
). (37)

Now, we prove the following lemma.

Lemma 2. Let x ∈ (xv, xv+1), and let xv be a turning point of type II or IV.
Suppose

umv(x) =
m2π2

R2
+(x)

− mπ2

2R2
+(x)

+O(1), m ≥ 1.

Let j̃n, n = 1, 2, . . ., be the positive zeros of J ′
1(z); then for fixed x in (xv , xv+1) the

following infinite product is an entire function:

∏

m≥1

(umv(x)− λ)R2
+(x)

j̃2m
.
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Moreover,

∏

m≥1

(umv(x)− λ)R2
+(x)

j̃2m
= 2J ′

1(
√
λR+(x))(1 +O(

log n

n
)),

uniformly on the circles |λ| = n2π2

R2
+
(x)

.

Proof. From (13) we can obtain

∑

m≥1

| (umv(x) − λ)R2
+(x)

j̃2m
− 1| =

∑

m≥1

|λ+O(1)

j̃2m
|.

Therefore, on any bounded subset of a complex plane it is uniformly convergent and
this yields that the infinite product converges to an entire function of λ, whose roots
are precisely umv(x), m ≥ 1. Now by using of (14) we have

J ′
1(
√
λR+(x)) =

1

2

∏

(1− λR2
+(x)

j̃2m
).

Consequently
∏

m≥1

(umv(x)−λ)R2
+(x)

j̃2m

1
2

∏

(1 − λR2
+
(x)

j̃2m
)

= 2
∏ umv(x)− λ

j̃2m
R2

+
(x)

− λ
.

Furthermore,

umv(x) − λ
j̃2m

R2
+
(x)

− λ
− 1 =

|umv(x)− j̃2m
R2

+
(x)

|

| j̃2m
R2

+
(x)

− λ|
≤ |O(1)|

| j̃2m
R2

+
(1)

− |λ||
.

Therefore, on the circles |λ| = n2π2

R2
+
(1)

the uniform estimates

umv(x)− λ
j̃2m

R2
+
(x)

− λ
=











1 +O(
1

n
), if m=n,

1 +O(
1

|m2 − n2| ), if m 6= n,

hold. But if amn, m,n ≥ 1 are complex numbers satisfying

|amn| = O(
1

|m2 − n2| ), m 6= n,

then for each n ≥ 1 we have (for more details, see [25, p. 165])

∏

m≥1,m 6=n

(1 + amn) = 1 +O(
log n

n
).
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Therefore,

∏

m≥1

umv(x) − λ
j̃2m

R2
+
(x)

− λ
) = (1 +O(

log n

n
))(1 +O(

1

n
)) = 1 +O(

log n

n
),

and hence

∏

m≥1

(umv(x)− λ)R2
+(x)

j̃2m
= 2J ′

1(
√
λR+(x))(1 +O(

log n

n
)).

Lemma 3. Let x ∈ (xv, xv+1), and let xv be a turning point of type II or IV.
Suppose

rmv(x) = − m2π2

R2
−(xv)

+
mπ2

2R2
−(xv)

+O(1), m ≥ 1.

Let j̃n, n = 1, 2, . . . , be the positive zeros of J ′
1(z); then for fixed x in (xv, xv+1) the

following infinite product is an entire function:

∏

m≥1

(λ− rmv(x))R
2
−(xv)

j̃2m
.

Furthermore,

∏

m≥1

(λ− umv(x))R
2
−(xv)

j̃2m
= 2J ′

1(ι
√
λR−(xv))(1 +O(

log n

n
)),

uniformly on the circles |λ| = n2π2

R2
+
(x)

.

Proof. This follows from (15) and using the method of the preceding lemma.

If x ∈ (xv, xv+1) and xv is a turning point of type I or III, similar results can be

obtained for the infinite products
∏

m≥1

(λ−rmv(x))R
2
−(x)

j̃2n
and

∏

m≥1

(umv(x)−λ)R2
+(xv)

j̃2n
.

Lemma 4. Let x ∈ (xv, xv+1), and let xv be a turning point of type I or III. Suppose

umv(xv) =
m2π2

R2
+(xv)

+
mπ2(µv + 1)

R+(xv)
+O(1), m ≥ 1.

Let r̃m, m = 1, 2, . . . be the positive zeros of Jµv+
3
2
(z); then for fixed x in (xv, xv+1)

the following infinite product is an entire function:

∏

m≥1

(umv(xv)− λ)R2
+(xv)

r̃2m
.
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Moreover,

∏

m≥1

(umv(xv)− λ)R2
+(xv)

r̃2m
=2µv+

3
2Γ(µv +

5

2
)(R+(xv)

√
λ)−(µv+

3
2
)

× Jµv+
3
2
(R+(xv)

√
λ)(1 +O(

log n

n
)).

Proof. It can be easily proved from the infinite product representation of Jµv+
3
2
(z)

(see [1]) and using the method of Lemma 2.

Now we can prove the following main results for the infinite product representa-
tion of solutions of (16)-(17).

Theorem 1. Suppose y(x, λ) is the solution of (16)-(17) for 0 < x < x1. We have

y(x, λ) = |φ(x)φ(0)|− 1
2R−(x)

∏

m≥1

λ− λm(x)

z2m
,

where zm = mπ
R−(x) , R−(x) and λm(x),m ≥ 1, were obtained in (19) and (30),

respectively.

Proof. Using (31) and (23), we have

y(x, λ) = B1(x)
∏ λ− λm(x)

z2m
=

|φ(x)φ(0)|−1

2

2ρ
eρ

∫
x
0

|φ(t)dtEk(x, ρ).

Therefore, we obtain
B1(x) = |φ(x)φ(0)|− 1

2R−(x).

Similarly, we have the following theorem.

Theorem 2. For x = x1,

y(x1, λ) =
|φ(0)|−1

2 ψ(x1)

2µ1
R−(x1)

1
2
+µ1

∏

n≥1

(λ− λn(x1))R
2
−(x1)

j2n
,

where R−(x) is defined in (19), jn, n = 1, 2, . . . represents the positive zeros of the
Bessel functions of order µ1, λn(x1) obtained in (32) and

ψ(x1) = lim
x→x1

φ−
1
2 (x){

∫ x

x1

φ(t)dt} 1
2
−µ1 .

Theorem 3. Suppose y(x, λ) is the solution of (16)-(17) for xv < x < xv+1, such
that xv is a turning point of type II or IV. We have

y(x, λ) =
1

2k
π

4
|φ(x)φ(0)|− 1

2R
1
2

−(xv)R
1
2

+(x) csc
πµ1

2

∏

x2≤xi≤xv

csc
πµi

2ϑi−1

×
∏

m≥1

(λ− rmv(x))R
2
−(xv)

j̃2m

∏

m≥1

(umv(x)− λ)R2
+(x)

j̃2m
,
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where k is the number of turning points xi ≤ xv, which are of type III or IV,
R+(x), R−(x), ϑi, {umv(xv)} and {rmv(xv)} were defined or obtained in (18), (19),
(5), (36), (37), respectively.

Proof. By making use of (14), (15) we find

J ′
1(R+(x)

√
λ)J ′

1(ιR−(xv)
√
λ) =

eR−(xv)
√
λ

πR
1
2

−(xv)R
1
2

+(x)
√
λ
{cos(R+(x)

√
λ− π

4
) +O(

1√
λ
)},

as λ→ ∞. By lemmas 2 and 3 on the circles |λ| = min{ n2π2

R2
−(xv)

, n2π2

R2
+
(x)

}, we have

∏

m≥1

(λ − rmv(x))R
2
−(xv)

j̃2m

∏

m≥1

(umv(x)− λ)R2
+(x)

j̃2m

=
4eR−(xv)

√
λ

πR
1
2

−(xv)R
1
2

+(x)
√
λ
{cos(R+(x)

√
λ− π

4
) +O(

1√
λ
)},

as λ→ ∞. Now by applying the asymptotic expansion of y(x, λ) in (25) or (26) we
get

Cv(x, λ) =
y(x, λ)

∏

m≥1

(λ−rmv(x))R2
−(xv)

j̃2m

∏

m≥1

(umv(x)−λ)R2
+
(x)

j̃2m

=
1

2k
π

4
|φ(x)φ(0)|− 1

2R
1
2

−(xv)R
1
2

+(x) csc
πµ1

2

∏

x2≤xi≤xv

csc
πµi

2ϑi−1
.

Similarly, we can prove the following theorem.

Theorem 4. Suppose y(x, λ) is the solution of (16)-(17) for xv < x < xv+1, such
that xv is a turning point of type I or III. We have

y(x, λ) =
1

2k
π

4
|φ(x)φ(0)|− 1

2R
1
2

−(x)R
1
2

+(xv) csc
πµ1

2

∏

x2≤xi≤xv

csc
πµi

2ϑi−1

×
∏

m≥1

(λ− rmv(x))R
2
−(x)

j̃2m

∏

m≥1

(umv(x) − λ)R2
+(xv)

j̃2m
,

where k is the number of turning points xi ≤ xv, which are of type III or IV, and
R+(x), R−(x), ϑi, {umv(x)} and {rmv(x)} were defined or obtained in (18), (19),
(5), (33), (34), respectively.

Theorem 5. For x = xv xv ≥ x2, we have

y(xv, λ) =
1

2s

√
πΓ(µv)|ϕ(0)|−

1
2

4Γ(µv +
1
2 )

ψ(xv)R
µv

+ (xv)R
1
2

−(xv) csc
πµ1

2

∏

x2≤xi≤xv−1

csc
πµi

2ϑi−1

×
∏

m≥1

(λ− rmv(xv))R
2
−(xv)

j̃2m

∏

m≥1

(umv(xv)− λ)R2
+(xv)

r̃2m
,
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where s is the number of turning points xi < xv, which are of type III or IV, and
R+(x), R−(x), ϑi, {umv(xv)} and {rmv(xv)} were defined or obtained in (18), (19),
(5), (36), (37), respectively.

Proof. From ([1, §9.2.1] ) we can obtain

Jµv+
3
2
(
√
λR+(xv))J

′
1(R−(xv) =

1

2π
√

R+(xv)R−(xv)
eρR−(xv)+ιρR+(xv)−πµv

2
ι[1].

So, from (35), (27) or (28), lemmas 2 and 3 we see that

Mv(x) =
y(xv, λ)

∏

m≥1

(λ−rmv(xv))R2
−(xv)

j̃2m

∏

m≥1

(umv(xv)−λ)R2
+
(xv)

r̃2m

=

√
πΓ(µv)|ϕ(0)|−

1
2

4Γ(µv +
1
2 )

ψ(xv)R
µv

+ (xv)R
1
2

−(xv)
∏

x1≤xi≤xv−1

csc
πµi

2ϑi−1
.

This completes a canonical display of the solution of (16)-(17) for different modes
of turning points.
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