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\textbf{ABSTRACT}

The issue of climate change and environmental degradation has been prevailing for the last few decades. Yet economies are further expanding due to free trade agreement which accelerates the trade of energy and carbon intensive commodities across the regions. A prominent example of such free trade is the Regional Comprehensive Economic Partnership (R.C.E.P.), which mostly remains ignored. The current research study explores the influence of financial development (F.D.) and energy efficiency (E.N.E.F.) on carbon emissions in the R.C.E.P. economies. Also, this study analyses the role of economic growth and renewable energy on environmental quality during the period from 1990 to 2020. Panel data approaches such as slope heterogeneity, cross-section dependence, and the second-generation panel unit root test are used. The non-normally distributed variables are found cointegrated. Therefore, a novel method of moments quantile regression is used. The results demonstrate that F.D. and economic growth are positively associated with CO\textsubscript{2} emissions. At the same time, E.N.E.F. and renewable energy consumption (R.E.C.) significantly reduce the emissions level and promote a green environment in all quantiles. The environmental Kuznets curve is found valid in the R.C.E.P. economies. These results are robust as validated by Fully-Modified Ordinary Least Square – a parametric approach. A two-way significant causal association exists between carbon-economic growth, carbon-F.D., carbon-R.E.C., and carbon-E.N.E.F.. The findings suggest an enhancement in R.E.C., improvement in the E.N.E.F. approaches, and implications for green F.D. in the region.
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\section{1. Introduction}

Financial development (F.D.) excites the economy and has a fundamental role in the growth of the country (Dai et al., 2022; Song et al., 2020). However, increasing F.D.
cause intensive energy consumption which inversely affects the environment (Shah et al., 2022; Shahzad et al., 2022). The rise of economic activities proportionally impacts energy consumption and pollutes the environment. Attributable to this, a continuous increase in F.D. leads to a growth in credits for energy consumption affecting the environment. The world is confronting concerns related to environmental development combined with economic development, which affects the continued existence of living beings (Akram et al., 2022; Bashir et al., 2020).

The emissions of carbon dioxide substantially impact environmental quality. Numerous studies analysed the determinants of emissions and ecological deficits (Fatima et al., 2021; Shah et al., 2022). However, F.D. is another determinant of carbon emissions despite the fact still the association between F.D. and carbon emissions is ambiguous in the existing literature. Few of the recent studies (Abbasi & Riaz, 2016; Shahzad et al., 2022; Umar et al., 2020) have examined the relationships between trade, F.D. and environment. The findings demonstrated a positive association indicating that F.D. is harmful to sustainable environmental development (Ji, Chen et al., 2021; Nazir et al., 2018). It forces people to spend on energy-intensive technologies that hamper the environmental quality, ultimately escalating emissions in the country (Khan et al., 2022). In disparity, few studies quoted the opposite. The findings established that increasing F.D. could help the economy achieve a maintainable environment (Li et al., 2020). They are introducing and adopting green technologies and technological, financial systems and implementing low-carbon economy measures aid in lessening the degradation of the environment (Ji, Zhang et al., 2021; Li et al., 2021; Umar, Ji et al., 2021).

Environmental protection is one of the Sustainable development Goals (climate action) goals. According to a novel study on A.S.E.A.N. countries (Malaysia, Indonesia, Thailand, Vietnam, and the Philippines), improvements in F.D. in the aforementioned economies have a beneficial impact on environmental quality and performance (Ielasi et al., 2018). The findings suggested that renewable energy and eco-friendly environmental policies aid in acquiring sustainable green and low-carbon economies (Adeel-Farooq et al., 2022). In the case of Singapore, the country is encouraging and implementing sustainable strategies for an eco-friendly economy (Chew, 2016; Yuen, 2008). Development is essential for the economy, but it has adverse impacts on the environmental eminence (Kaiser & Welters, 2019). For this reason, Vietnam has adopted sustainable environmental goals for reducing carbon emissions in all country sectors (Tien et al., 2019). Moreover, countries like Denmark, India, Japan, China, and European nations are concentrating on minimising greenhouse gasses, encouraging green technologies, and also emphasising green entrepreneurship (Bhandari & Sharma, 2022; Su, Xi, et al., 2022; Wang, Ahmad et al., 2021).

In the case of Australia, the country is utilising green technologies to reduce its carbon footprint for a sustainable environment. The economic and social gauges represent improved performance, whereas the environmental indicators represent the opposite (Baxter, 2021; Wood & Garnett, 2010). China is the largest emitter of carbon emissions, though it is difficult to analyse all the determinants of emissions in the country. However, studies by Abbasi et al. (2022) and Zahoor et al. (2022) found that fossil fuel consumption aggravates the CO₂ emissions but clean and green energy aid
in mitigating those harmful emissions’ environmental footprint. Malaysia has also followed green strategies for clean environmental development. The Malaysian economy is adopting measures to maintain a green environment (Yusof et al., 2022). Even Indonesia has taken initial steps to adapt toward a green, low-carbon economy, while Myanmar’s efforts are to confront environmental apprehensions about climate change (Martawardaya et al., 2021; Zain et al., 2022).

The study is significant in succeeding ways. F.D. is a broader concept than financial inclusion. Therefore, the study employs Domestic Credit to the Private Sector by Banks as a variable for F.D. to examine its impact on carbon emissions in R.E.C.P. economies (Ferrat et al., 2022). Second, the study’s findings are imperative for developing a consensus on the influence of F.D. on the green environment that supports policy-making for a sustainable environment (Aristovnik et al., 2020). The research aims to analyse the influence of F.D. on environmental quality, taking ‘Regional Comprehensive Economic Partnership’ economies from the period 1990 to the year 2020. Further, renewable energy consumption (R.E.C.) and energy efficiency (E.N.E.F.) are also evaluated in the green environment with F.D. alongside (Su, Khan, et al., 2021). Furthermore, the study considers two models for in-depth analysis of the concept. The first model is measured without E.K.C., while the second model is tested for E.K.C. by including gross domestic product (G.D.P.) (Sq) intended for scrutinising the R.E.C.P. economies.

The study contributes in subsequent ways. To the best of the authors’ knowledge, it contributes to the literature by covering the role of F.D., considering carbon dioxide emissions as an environmental quality/performance indicator for examining the green environment in R.E.C.P. countries. These countries include Australia, China, Indonesia, Japan, South Korea, Malaysia, Myanmar, New Zealand, the Philippines, Singapore, Thailand, and Vietnam, which contribute approximately 29% of the world’s G.D.P. and are expected to further rise their G.D.P. value by 2030 (Dai et al., 2022). Second, the current study extends the debate on F.D. as academicians and scholars have not determined a consensus on whether F.D. degrades the environment or aids in improving the environment. Third, the study examines the influence of F.D., E.N.E.F., and R.E.C. as control factors on carbon emissions, employing novel econometric approaches.

The rest of the article is structured as follows. The literature review is documented in Section 2 of the article. Section 3 elaborates on the model and methodology used in research to understand the concept. Section 4 is about results and their particular discussion, whereas Section 5 designs the conclusion and implications based on the findings.

2. Literature review

The empirical underpinnings are documented and summarised in this section.

2.1. Financial development and financial inclusion

In accord with the World Bank Group, F.D. is ‘overcoming the costs incurred in the financial system’. Different financial institutions and markets come under this area.
Financial inclusion is a part of F.D. and facilitates economic growth and development. It is defined as access and availability of financial resources to individuals and businesses (World Bank, 2020).1

2.2. Financial development and carbon emissions

Zhang (2011) determined the complex association between F.D. and carbon emissions in China. The results from econometric techniques indicated that F.D. encourages carbon emissions. Abbasi and Riaz (2016) investigated the impact of F.D. on carbon emissions. The findings established that F.D. does not help in limiting carbon emissions. Ahmed et al. (2021) support the Environmental Kuznets hypothesis in Japan and the impact of F.D. and globalisation encouraging carbon emissions. Jiang and Ma (2019) explored a global perspective for the association of F.D. with CO₂ emissions. The empirical findings in developing or emerging economies are substantially positive, while it is insignificant or has no impact on developed economies. The development of the stock market and financial institutions has a more vigorous impact on emissions. They also stated that in consort with the development of the economy, the positive effect of the developing country will be offset by the negative impact. Shen et al. (2021) considered the determinants of carbon emissions in China. The findings demonstrated that F.D. and rent of natural resources increase the emissions while green investment is inversely associated with carbon dioxide emissions, i.e., it decreases emissions. More recently, Sheraz et al. (2022) also confirmed the positive impact of F.D. on carbon emissions. Extreme reliance on natural resources further harms the economy’s financial systems (Umar, Rizvi et al., 2021; Yang et al., 2021). In contrast, Studies like Park et al. (2018) and Zaidi et al. (2019) reported the negative influence of F.D. on carbon dioxide emissions. The studies suggested that the rise of F.D. helps reduce carbon emissions. There is the existence of a feedback effect between the observed variables. However, the findings of Charfeddine and Kahia (2019) established the slight impact of F.D. on carbon dioxide emissions. They described the reason as there is a weak contribution of F.D. to improve the environmental quality and growth of the economy.

2.3. Does financial inclusion promote a green environment?

Financial inclusion is substantial for clean and green energy and imperative for F.D. (Rehman et al., 2022). It improves E.N.E.F., and low-carbon energy sources play a crucial part in economic development (Chenet et al., 2019; Le et al., 2021; Su, Li, et al., 2022). Ahmad et al. (2022) examined the granger causality between financial inclusion and environmental degradation in B.R.I.C. economies. The findings represented that financial inclusion escalates carbon emissions. However, green openness and technological innovation assist in enhancing a sustainable environment (Fareed et al., 2022; Wang, Umar et al., 2021). Integrating financial inclusion intended for effective environmental policies might contribute to achieving climate-related goals. In contrast, Dai et al. (2022) investigated the role of financial inclusion in a sustainable environment from the year 2004 to 2019. The results indicated a positive impact
of financial inclusion in promoting a green environment in R.E.C.P. economies. It gives easy access to financial structures because financial organisations have a greater impact on the environment, thereby promoting financial inclusion, green and clean technology can be utilised. Further, China increases green economic efficiency and proficiency for sustainable development and boosts the environment (Liu et al., 2022; Su, Meng, et al., 2021). Dou and Li (2022) inspected the positive association between financial inclusion and carbon emissions. Qin et al. (2021) confirmed the long-run connection between financial inclusion and efficient energy over carbon dioxide emissions. In consonance with A.F.I. global, financial inclusion is linked with environmental sustainability, and it can help build resilience in mitigating climatic effects (AFI, 2021). Zaidi et al. (2021) inspected the dynamic connections between financial inclusion and emissions of carbon in O.E.C.D. economies. The findings revealed inverse associations between emissions and financial inclusion. Increasing financial inclusion reduces the emissions in the country. Moreover, Li et al. (2022) explored the transmissions channels of financial inclusion for renewable energy and non-R.E.C. in China. They emphasised that raising financial inclusion to limit energy consumption can help the country promote a sustainable environment. Further, Tao et al. (2022) accentuated green funds for promoting zero-carbon investment growth for a sustainable environment. Investors must pay a premium for environment-friendly investment and focus on developing fintech green funds for reducing carbon emissions. As per they are risk-adjusted, low-carbon footprint, aid in better performance of assets/institutions, and promote zero-carbon investment standards (Dorfleitner & Grebler, 2022; Mirza et al., 2020; Naqvi et al., 2021; Umar, Rizvi et al., 2021).

2.4. Energy efficiency and a sustainable environment

E.N.E.F. has a substantial role in limiting carbon emissions for a sustainable environment (Fareed et al., 2021; Rehman et al., 2021). Lei et al. (2022) explored the dynamic influence of E.N.E.F. and renewable energy on carbon dioxide emissions in China. The findings suggested that a positive shock on E.N.E.F. negatively impacts carbon emissions in the short run (Ferrat et al., 2022). Whereas, a positive surprise in E.N.E.F. negatively influences carbon dioxide emissions in the long run. The negative shock in the short run has an unobservable effect on emissions, while the positive surprise, in the long run, favors negatively effects the emissions. Zakari et al. (2022) inspected the association between E.N.E.F. and sustainable economic development in Asian and Pacific region countries. The findings show a positive association, i.e., an increase in E.N.E.F. increases sustainable development, which is important for a sustainable environment. There is also a positive relationship between E.N.E.F. and green innovation. Enhancing an efficient form of energy is operative in combating carbon emissions (Endo, 1993). For this reason, it plays a necessary part in reducing carbon and greenhouse gas emissions for sustainable development (Bibi et al., 2021; Paramati et al., 2022; Sharma et al., 2021). Dou and Li (2022) emphasised diversifying the energy mix and enhancing E.N.E.F. for reducing emissions for a clean and green environment.
2.5. Literature summary & research gap

F.D. and financial inclusion play a momentous role in impacting carbon dioxide emissions through improving or degrading environmental eminence. More than a few studies (Musah et al., 2022; Su, Song, et al., 2021; Umar et al., 2020) reported sustainable financial inclusion is important for acquiring E.N.E.F. that helps in the reduction of emissions together with boosting environmental quality. While the case of F.D. is considered, it upsurges carbon emissions. However, if F.D. aids in improving green finance for sustainable development, it will be beneficial for improving the environment and limiting carbon emissions (Dai et al., 2022; Zaidi et al., 2019). For a sustainable green environment, it is essential to endorse low-carbon-footprint finance and encourage energy-efficient sources to limit harmful greenhouse gas and carbon emissions.

The current research focuses on the role of F.D. in preserving the environment in the economies of the R.C.E.P. The current study also covers the gap by expanding the debate by employing novel variables and practices on F.D. in R.E.C.P. economies. To accomplish the research target, carbon dioxide emissions are taken into account to scrutinise the environment’s performance, unlike prior studies like Dai et al. (2022) and Dou and Li (2022). The study realises the relationship deeply through the role of E.N.E.F. and R.E.C. as novel control variables for the indemnity of the green environment in RECP economies.

3. Data and methodology

3.1. Data and variables specifications

Following the literature and given objectives mentioned in the first section, this study uses carbon dioxide (CO₂, measured in kt) emissions as a proxy for a green environment. Nonetheless, various types of gases emissions determine the quality of the environment. Yet, CO₂ is the most widely used measure of environmental quality as it has a considerable portion of greenhouse gas emissions. On the other hand, F.D. and E.N.E.F. are the focused variables. Specifically, the proxy for F.D. used here is the domestic credit to the private sector by banks and measured as a percent of gross domestic product (G.D.P.), Whereas E.N.E.F. is the G.D.P. per unit of energy use, which is measured in constant 2017 P.P.P. dollars per kg of oil equivalent. In addition, two controlled variables are also used in this study, namely: economic growth, which is captured via G.D.P. and measured in constant US$2015 prices, and R.E.C. – measured as a percent of total energy use. Data for all these variables is extracted from the World Development Indicators (World Bank, 2020), covering the extended period of the last three decades, i.e., from 1990 to 2020. The data is particularly extracted for a panel of Regional Comprehensive Economic Partnership (R.C.E.P.) economies that includes 12 economies: Australia, Vietnam, Japan, Singapore, China, Malaysia, the Philippines, Indonesia, South Korea, Myanmar, New Zealand, and Thailand. Since these economies include both developed and emerging economies, the primary objective of the R.C.E.P. is to promote free trade in these economies, which could substantially impact their environmental quality. However, since the last
two decades, the free trade between these economies has been observed to accelerate. Due to which energy use surges for industrial sector’s running, causes climate change (Shahzad et al., 2020). Therefore, it is important to investigate these economies in the last three decades to comprehensively analyse their environmental situation and to provide appropriate policy measures for obtaining a low carbon economy.

Following the study of Ahmed et al. (2021) and Jiang and Ma (2019), this study constructed the following model:

**Model-1**

\[
CO_{2, it} = \theta_1 + \alpha_1 GDP_{it} + \alpha_2 FD_{it} + \alpha_3 REC_{it} + \alpha_4 ENEF_{it} + \varepsilon_{it} \tag{1}
\]

where Model-1 demonstrates that G.D.P., F.D., R.E.C., and E.N.E.F., combinedly determine CO₂ emissions. To test for the environmental Kuznets curve, this study also included the squared term of G.D.P. in the model, given as Model-2:

**Model-2 (EKC)**

\[
CO_{2, it} = \theta_1 + \beta_1 GDP_{it} + \beta_2 GDPS_{it} + \beta_3 FD_{it} + \beta_4 REC_{it} + \beta_5 ENEF_{it} + \varepsilon_{it} \tag{2}
\]

where \( \theta \) is intercepted in the models, while \( \alpha \)'s and \( \beta \)'s are the coefficients to estimate for each variable. Further, the ‘i’ and ‘t’ in the subscript describe cross-section and time period. However, \( \varepsilon \) is the random error term of the model.

### 3.2. Estimation strategy

This research uses descriptive statistics such as the mean, median, and range values to summarise data. Where the range values further indicate the minimum and maximum intervals of time series observations during a particular period. Additionally, this research examines each variable’s standard deviation, which is used to characterise the fluctuation of observation(s) from the mean values and is a general measure of volatility in a series of data. The most critical section of the description section explains the variables’ normality. In this regard, the present research calculates the skewness and Kurtosis, respectively, compared to the critical values 1 and 3. To conduct a more extensive analysis of the data’s normality, this research used (Jarque & Bera, 1987) normality test, which considers skewness and excess Kurtosis to be equal to zero. The typical formula for this examination is as follows:

\[
JB = \frac{N}{6} \left( s^2 + \frac{(K-3)^2}{4} \right), \tag{3}
\]

Until statistically significant results are obtained, the Jarque-Bera test demonstrates a time series’ normal distribution.

This research examines panel data properties, including slope coefficient heterogeneity (S.C.H.) and panel cross-sectional dependence (C.D.). If these two issues are not addressed, the results will be unreliable and biased (Wei et al., 2022). During the Industrial Revolution, globalisation and trading flourished, causing some nations to specialise while others expanded. This is because some economies rely on other...
governments and countries to achieve their environmental, economic, and technical goals. Authorities plan and execute methods that make economies seem the same, enhancing the probability of slope homogeneity’s econometric issue. Nonetheless, ignoring panel data issues may result in ineffective and imprecise estimates (Breitung, 2005). Using the S.C.H. test devised by Pesaran and Yamagata (2008), this study resolved the issue. This test is better since it produces both the ordinary S.C.H. and the adjusted S.C.H. (A.S.C.H.), as follows:

\[
\hat{\Delta}_{SCH} = \sqrt{N(2k)^{-1}(N^{-1}\hat{S} - K)}, \quad (4)
\]

\[
\hat{\Delta}_{ASCH} = \sqrt{N}\sqrt{\frac{T + 1}{2K(T - K - 1)}}(N^{-1}\hat{S} - 2K), \quad (5)
\]

In the first equation, \(\hat{\Delta}_{SCH}\) denotes the slope coefficient homogeneity, whereas \(\hat{\Delta}_{ASCH}\) denotes the A.S.C.H. The null hypothesis of the above test also shows that the slope coefficients are homogeneous up to significance.

Trade and cross-border rivalry enable governments to specialise in high-demand goods and/or services, boosting their economies’ dependence on other economies. Ignoring C.D. may lead to contradictory exploratory study findings (Campello et al., 2019). In this context, we employ (Pesaran & Smith, 1995) C.D. test to assess the nations’ cross-sectional dependency. Dependency of cross-sections could be measured as follows:

\[
\text{CD}_{\text{Test}} = \frac{\sqrt{2T}}{[N(N - 1)]^{1/2}} \sum_{i=1}^{N-1} \sum_{k=1+i}^{N} T_{ik}, \quad (6)
\]

The null hypothesis implies that cross-sections are independent. On the other hand, significant statistics demonstrate cross-sectional dependency and reject the null hypothesis.

Using panel data, the current work uses a unit root estimator to address S.C.H. and C.D. issues. Specifically, the study uses the (Pesaran, 2007) cross-sectional I.P.S. (C.I.P.S.) test. A factor modelling specification for cross-sectional dependency was presented by Pesaran (2006). This strategy examines unexplained cross-sectional averages. Pesaran (2007) modifies A.D.F. regression by including mean and first difference lag cross-sections. This approach generates cross-sectional dependence even if the panel is unbalanced \((N > T \text{ or } N < T)\). The ADF cross-section is defined mathematically as:

\[
\Delta y_{i,t} = \theta_i + \beta_i y_{i,t-1} + d_0 \bar{y}_{t-1} + d_1 \Delta \bar{y}_t + e_{it}, \quad (7)
\]

From the equation, it is noted that \(\bar{y}_t\) is the observations’ mean of \((N)\). To manage serial correlation, the first differenced lags of \(\bar{y}_i\) and \(y_{it}\) may be added to the equation as mentioned above, while the transformed equation is given as:
\[ \Delta y_{it} = \theta_i + \beta y_{i,t-1} + d_0 \gamma_{t-1} + \sum_{j=0}^{n} d_{j+1} \Delta \gamma_{t-j} + \sum_{k=1}^{n} c_k \Delta y_{i,t-k} + \varepsilon_{it}, \quad (8) \]

Summary: The CIPS (Pesaran, 2007) may be examined across R.C.E.P. countries by aggregating the t-statistics for each cross-sectional unit (\(CADFi\)). The standard C.I.P.S. equation is as follows, which assumes a unit root in the time series as a null hypothesis:

\[ CIPS = N^{-1} \sum_{i=1}^{N} CADFi, \quad (9) \]

This research uses (Westerlund, 2007) error correction model to analyse long-run equilibrium relationships among variables. This test gives reliable estimates despite cross-sectional reliance and slope fluctuation by combining group mean and panel statistics. The following is a commonly used approach for analysing group mean and panel statistics:

\[ G_x = \frac{1}{N} \sum_{i=1}^{N} \frac{\hat{x}_i}{S.E(\hat{x}_i)}, \quad (10) \]

\[ G_a = \frac{1}{N} \sum_{i=1}^{N} \frac{T\hat{\alpha}_i}{\tilde{\alpha}_i(1)}, \quad (11) \]

where Equations (10) and (11) estimate the group means statistics:

\[ P_x = \frac{\hat{x}}{S.E(\hat{x})}, \quad (12) \]

\[ P_a = T.\hat{\alpha}, \quad (13) \]

where the above Equations (12) and (13) estimate panel statistics.

Initially, Koenker and Bassett (1978) used panel quantile regression specifications to calculate the dependent mean and conditional variability. Quantile regression works well when the dataset’s distribution is asymmetric. Due to this issue, Machado and Silva (2019) devised the method of moments quantile regression (M.M.Q.R.). This unique approach analyses the quantile values’ distribution (Sarkodie & Strezov, 2019). Equation (14) provides the conditional quantile location-scale variant \([Q_y(\tau|R)]\):

\[ Y_{it} = \alpha_i + \beta R_{it} + (\gamma_i + \rho Z_{it}) \mu_{it}, \quad (14) \]

where the probability \(p(\gamma_i + \rho Z_{it} > 0)\) equals one. Whereas \(\alpha, \beta, \gamma,\) and \(\rho\) are the coefficients estimated. The subscript ‘i’ shows a fixed effect – captured by \(\alpha_i\) and \(\gamma_i\) (where \(i = 1, 2, \ldots, n\)). The \(k\)-vector is the distinctive element of \(R\) – captured by vector ‘Z’. While \(i\) shows a unique variation, as presented below:
From equation above, $R_{it}$ is distributed identically and independently for fixed ‘$i$’ as well as time ($t$), which is orthogonal to ‘$i$’ and ‘$t$’, as per (Machado & Silva, 2019). Hence, exterior factors and reserves are stabilised. As a result, Equations (1) and (2) may adopt new forms, given as:

$$Q_{it}(\tau R_{it}) = (\alpha_i + \gamma_i q(\tau)) + \beta R_{it} + \rho \hat{Z}_{it} q(\tau),$$  \hspace{1cm} (16)

Above Equation (16) reveals that $R_{it}$ is collectively representing all the regressors, including G.D.P., R.E.C., F.D., and E.N.E.F. in Model-1, while including G.D.P.S. for the E.K.C. hypothesis in Model-2 and the mentioned variables, taken in the natural logarithm. Additionally, $R_{it}$ indicates $Y_{it}$’s quantile distribution, which is $CO_2$ emissions that depends upon the location of the quantile. Furthermore, the scalar coefficient $[-\alpha_i(\tau) \equiv \alpha_i + \gamma_i q(\tau)]$ represents the steady influence of $\tau$ quantiles on $i$. At the same time, the individual effect of the quantile does not impact the intercept. Due to the factors’ non-time-dependent alignment, different effects are capable of altering. Lastly, $q(\tau)$ Indicates the $\tau-th$ quantiles’ sample, i.e., 25th, 50th, 75th and 90th. Hence, this research utilises the following equation for quantile:

$$\min_{\theta} \sum_i \sum_t \theta_i \left( R_{it} - (\gamma_i + \rho \hat{Z}_{it}) q \right),$$  \hspace{1cm} (17)

where $\theta_i(A) = (\tau - 1) I\{A \leq 0\} + TA \{A > 0\}$, represents the check function.

Since the outcomes of M.M.Q.R. provide important statistical estimates, this study uses the panel fully-modified ordinary least square (F.M.O.L.S.) approach as a robustness test to validate the empirical findings of the earlier estimator. Lastly, current research also uses (Dumitrescu & Hurlin, 2012) Granger panel causality heterogeneity test to identify the causal nexus between the dependent variable and regressors.

### 4. Results and discussion

This section discusses the estimated outcomes of the estimation strategy. Firstly, the descriptive statistics are given in Table 1. The computed outcomes of mean, median, and range values are found positive, which indicates all the variables are in the increasing phase. Specifically, carbon emissions, economic growth, R.E.C., F.D., and
Table 2. Slope heterogeneity.

<table>
<thead>
<tr>
<th>Model-1</th>
<th>Slope heterogeneity test</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta_{\text{Adjusted}}$</td>
<td>24.565***</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>27.355***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model-2</th>
<th>Slope heterogeneity test</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta_{\text{Adjusted}}$</td>
<td>17.229***</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>19.581***</td>
</tr>
</tbody>
</table>

Note: Significance level is denoted by *** for 1%, ** for 5%, and * for 10%.
Source: Authors own estimations on data obtained from the given sources.

Table 3. Cross-section dependence.

<table>
<thead>
<tr>
<th>CO$_2$</th>
<th>REC</th>
<th>36.284***</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>GDPS</td>
<td>44.457***</td>
</tr>
<tr>
<td>FD</td>
<td>ENEF</td>
<td>10.88***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.601***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>36.081***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21.154***</td>
</tr>
</tbody>
</table>

Note: Significance level is denoted by *** for 1%, ** for 5%, and * for 10%.
Source: Authors own estimations on data obtained from the given sources.

E.N.E.F. increase in R.C.E.P. economies. Yet a considerable difference has been observed in the range values of these variables. This demonstrates the inconsistency of these variables over time. Hence, the standard deviation is also evaluated, which indicates fluctuations of observations from the mean values of each respective variable. Economic growth and carbon emissions are the most volatile variables in the selected variables, as indicated by the standard deviation. Furthermore, this study also analyses the normality of the variables via skewness and Kurtosis. The empirical values of these tests are found to be different from their respective critical values – indicating the non-normal distribution of the data across the period. This study also evaluates the statistical values of (Jarque & Bera, 1987) normality test, which provides statistically significant estimates to reject the null hypothesis to conclude the non-normal or irregular distribution of data under consideration.

Once empirics confirm the non-normal distribution of data, this study analyses the panel data concerns such as slope heterogeneity and cross-section dependence. The estimated results for these concerns are provided in Table 2 and Table 3, respectively. From the former, slope heterogeneity results asserted that the values of $\Delta$ and $\Delta_{\text{Adjusted}}$ are statistically significant at a 1% level for both the models. Therefore, the proposition of homogenous slope coefficients could be rejected and concluded that the slopes coefficients are heterogeneous. As per the letter (cross-section dependence), the examined outcomes asserted that CO$_2$, G.D.P., G.D.P.S., R.E.C., F.D., and E.N.E.F. hold highly significant values. Therefore, the null hypothesis of no cross-section dependence could be rejected. As mentioned earlier, globalisation and international trade significantly promote the transfer of goods and services across borders. Where this transfer enhances the dependence of economies on each other. As a result, economies reliance on other countries boosted, which led them to implement policies similar to their trading partners. Hence, the issues of slope heterogeneity and cross-section dependence may occur, which must be considered before empirical investigation.
The prevalence of slope heterogeneity and cross-section dependence leads to adopting an appropriate stationarity estimator. Particularly, this study employs the (Pesaran, 2007) C.I.P.S. unit roots test that allows for both discussed panel data concerns. The estimated outputs of the said test are given in Table 4. The results appeal that only R.E.C. and E.N.E.F. are the variables that do not hold unit at the levelled data. Whereas CO2, G.D.P. and F.D. satisfy the null hypothesis of non-stationary. Therefore, these variables are tested on the first difference, where all these variables become significant and reject the null proposition. Hence, all the variables are found stationary, allowing this study to examine the long-run cointegration relationship between the variables considered.

The study employs the (Westerlund, 2007) error correction model to analyse whether the long-run equilibrium relationship exists between the variables. The estimated results of the said test are provided in Table 5. From the Model-1, the statistical values of $G_t$, $P_t$ and $P_a$ are significant at a 1% level, while in the Model-2, $G_t$ and $P_a$ are significant at the 1% level. Such significant values reject the null hypothesis that the error correction term equals zero. Instead, the non-zero error correction, in this case, reveals that the long-run equilibrium connection exists between the model.

Since the cointegration association allows the current study to examine the specific influence of regressors on $CO_2$ emissions, the irregular data distribution leads to adopting a novel and appropriate non-parametric estimation method, which could deal with the issue of abnormality in the data. In this sense, the current study employs the M.M.Q.R. approach, and the results are displayed in Table 6. The results noted that economic growth and F.D. are the significant factors of increased $CO_2$ emissions in the R.C.E.P. economies. Specifically, a one percent increase in the G.D.P.

### Table 4. Unit root testing (Pesaran, 2007).

<table>
<thead>
<tr>
<th>Variables</th>
<th>$I(0)$</th>
<th>$I(1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO2</td>
<td>-1.966</td>
<td>-4.832***</td>
</tr>
<tr>
<td>GDP</td>
<td>-1.481</td>
<td>-3.287***</td>
</tr>
<tr>
<td>REC</td>
<td>-3.214***</td>
<td>-</td>
</tr>
<tr>
<td>FD</td>
<td>-2.433</td>
<td>-4.035***</td>
</tr>
<tr>
<td>ENEF</td>
<td>-2.995***</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: Significance level is denoted by *** for 1%, ** for 5%, and * for 10%. $I(0)$ is for level, and $I(1)$ is for the first.
Source: Authors own estimations on data obtained from the given sources.

### Table 5. Cointegration results (Westerlund, 2007).

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Value</th>
<th>Z-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_t$</td>
<td>-7.687***</td>
<td>-19.227</td>
</tr>
<tr>
<td>$G_o$</td>
<td>-11.877</td>
<td>-0.973</td>
</tr>
<tr>
<td>$P_t$</td>
<td>-27.657***</td>
<td>-17.410</td>
</tr>
<tr>
<td>$P_o$</td>
<td>-12.350***</td>
<td>-2.955</td>
</tr>
<tr>
<td>Model-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_t$</td>
<td>-7.687***</td>
<td>-18.688</td>
</tr>
<tr>
<td>$G_o$</td>
<td>-10.690</td>
<td>0.467</td>
</tr>
<tr>
<td>$P_t$</td>
<td>-26.238***</td>
<td>-16.137</td>
</tr>
<tr>
<td>$P_o$</td>
<td>-11.115*</td>
<td>-1.343</td>
</tr>
</tbody>
</table>

Note: Significance level is denoted by *** for 1%, ** for 5%, and * for 10%.
Source: Authors own estimations on data obtained from the given sources.
and F.D. enhances environmental degradation of the R.C.E.P. economies by 0.841–0.723 and 0.111–0.226% across all the quantiles. The primary reason for these two variables being the contributing factors is that enhancement in economic growth and financial activities enhances the income level of the industrialists and households. As a result, the enhanced income level further encourages demand for goods and services, which increases industrial production. Also, industrial expansion occurs due to increased demand for goods consumption. In this sense, the investors are attracted to invest more in the industrial sector to create and expand their industrial setup. F.D. provides an ease to this channel via providing more financial resources in the shape of loans and investments. Due to the increased and expanded industrial sector, the energy demand surges, particularly the use of coal, oil, and natural gas, speed up. While using such non-renewable energy resources leads to more greenhouse gas emissions and carbon emissions. Hence, environmental sustainability is adversely affected by these two measures. These findings showed consistency with the existing studies of Abbasi and Riaz (2016), Shen et al. (2021) and Zhang (2011). The estimated statistics of the location of G.D.P. and F.D. further confirm these variables’ positive influence on CO2 emissions.

On the other hand, R.E.C. and E.N.E.F. are negatively associated with CO2 emissions. Specifically, enhancement in R.E.C. and E.N.E.F. reduces environmental degradation via mitigation of CO2 emissions. These results are consistent and statistically significant at a 1% level across the quantiles. In other words, renewable energy uses resources other than the exploitable natural resources, including wind, water, sun, etc. Energy obtained from these resources is considered environmentally friendly because these resources do not emit carbon or other greenhouse gases, which are harmful to environmental sustainability. Besides, renewable energy is a substitute for traditional fossil fuel energy. Where implication of renewable energy fulfills the energy requirement and promotes environmental sustainability. Furthermore, efficient energy use reveals using less energy for performing production or other activities. Due to reduced energy consumption, CO2 emissions and environmental sustainability increase. Li also provides similar findings to Lei et al. (2022) and Li et al. (2022) regarding the negative influence of renewable energy and E.N.E.F. on CO2 emissions. As shown in the bracket, the standard error shows that these results are reliable since these values are small.

### Table 6. Estimates of quantile regression–MMQR (Model-1).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Location</th>
<th>Scale</th>
<th>Quantiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>0.797***</td>
<td>—0.051</td>
<td>0.841***</td>
</tr>
<tr>
<td></td>
<td>[0.049]</td>
<td></td>
<td>[0.077]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.045]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.035]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.042]</td>
</tr>
<tr>
<td>REC</td>
<td>—0.283***</td>
<td>0.030</td>
<td>—0.309***</td>
</tr>
<tr>
<td></td>
<td>[0.032]</td>
<td></td>
<td>[0.051]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.029]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.023]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.027]</td>
</tr>
<tr>
<td>FD</td>
<td>0.154***</td>
<td>0.050</td>
<td>0.111***</td>
</tr>
<tr>
<td></td>
<td>[0.042]</td>
<td></td>
<td>[0.065]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.058]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.030]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.035]</td>
</tr>
<tr>
<td>ENEF</td>
<td>—0.524***</td>
<td>0.071</td>
<td>—0.586***</td>
</tr>
<tr>
<td></td>
<td>[0.097]</td>
<td></td>
<td>[0.152]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.088]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.070]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.083]</td>
</tr>
<tr>
<td>Constant</td>
<td>—3.490***</td>
<td>0.447</td>
<td>—3.875***</td>
</tr>
<tr>
<td></td>
<td>[0.489]</td>
<td></td>
<td>[0.760]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.444]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.352]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.415]</td>
</tr>
</tbody>
</table>

Note: CO2 is dependent variable. Significance level is denoted by *** for 1%, ** for 5%, and * for 10%.
Source: Authors own estimations on data obtained from the given sources.
Apart from the statistical values, this study provides the coefficient value of each explanatory variable on the graph (see Figure 1).

Table 7 provides the empirical estimates of Model-2, where the squared term of G.D.P. (G.D.P.S.) is used to determine whether the environmental Kuznets curve exist in the panel of R.C.E.P. economies. The estimated results asserted that both the economic growth (G.D.P.) and F.D. increase CO2 emissions, yet only significant in the upper (Q0.75) quantile. The association is positive but insignificant in the lower (Q0.25, Q0.50) quantiles. On the other hand, R.E.C. and E.N.E.F. are found inversely related to CO2 emissions, significant only in the upper quantile. Yet the results are

**Figure 1.** Quantiles coefficients (Model-1).  
Source: Authors own estimations on data obtained from the given sources.

**Table 7.** Estimates of quantile regression–MMQR (Model-2).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Location</th>
<th>Scale</th>
<th>Q0.25</th>
<th>Q0.50</th>
<th>Q0.75</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>2.022</td>
<td>–0.721</td>
<td>2.641</td>
<td>1.931</td>
<td>1.307**</td>
</tr>
<tr>
<td></td>
<td>[3.932]</td>
<td>[4.083]</td>
<td>[7.154]</td>
<td>[3.306]</td>
<td>[0.518]</td>
</tr>
<tr>
<td>GDPS</td>
<td>–0.052</td>
<td>0.027</td>
<td>–0.075</td>
<td>–0.048</td>
<td>–0.024</td>
</tr>
<tr>
<td></td>
<td>[0.152]</td>
<td>[0.157]</td>
<td>[0.277]</td>
<td>[0.128]</td>
<td>[0.020]</td>
</tr>
<tr>
<td>REC</td>
<td>–0.283</td>
<td>0.047</td>
<td>–0.305</td>
<td>–0.280</td>
<td>–0.259***</td>
</tr>
<tr>
<td></td>
<td>[0.291]</td>
<td>[0.302]</td>
<td>[0.548]</td>
<td>[0.253]</td>
<td>[0.038]</td>
</tr>
<tr>
<td>FD</td>
<td>0.144</td>
<td>0.103</td>
<td>0.150</td>
<td>0.191***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.318]</td>
<td>[0.330]</td>
<td>[0.588]</td>
<td>[0.271]</td>
<td>[0.042]</td>
</tr>
<tr>
<td>ENEF</td>
<td>–0.600</td>
<td>0.180</td>
<td>–0.755</td>
<td>–0.578</td>
<td>–0.422***</td>
</tr>
<tr>
<td></td>
<td>[1.139]</td>
<td>[1.183]</td>
<td>[2.087]</td>
<td>[0.964]</td>
<td>[0.150]</td>
</tr>
<tr>
<td></td>
<td>[24.410]</td>
<td>[25.347]</td>
<td>[44.431]</td>
<td>[20.533]</td>
<td>[3.216]</td>
</tr>
</tbody>
</table>

Note: CO2 is dependent variable. Significance level is denoted by *** for 1%, ** for 5%, and * for 10%.  
Source: Authors own estimations on data obtained from the given sources.
consistent with the earlier discussed Model-1. Besides, the increased economic growth (G.D.P.S.) is also found to be negatively associated with CO$_2$ emissions. However, the results are insignificant in all the quantiles. The insignificant influence of G.D.P.S. reveals that R.C.E.P. economies require substantial economic growth to transform the positive impact of economic growth into a negative one. Instead, these economies should pay more attention to enhancing and adopting renewable energy and E.N.E.F. to attain environmental sustainability.

Table 8 provides the estimated outcomes of the robustness test, which are estimated via employing the fully-Modified ordinary least square approach. The estimated results validated the empirical findings of M.M.Q.R. Since the results report that there is a positive and significant impact of G.D.P. and F.D. on CO$_2$ emissions. At the same time, R.E.C. and E.N.E.F. significantly reduce environmental degradation. Therefore, the results are robust and reliable. On the other hand, the G.D.P.S. reveals a significant negative impact on CO$_2$ emissions, which validates the presence of E.K.C. in the R.C.E.P. economies. The major reason for the insignificant estimates of M.M.Q.R. and significant estimates of F.M.O.L.S. for G.D.P.S. is that the former is a non-parametric test, while the latter is a parametric test, which reveals the average value of regressors.

Since the M.M.Q.R. and F.M.O.L.S. do not allow an analysis of the causal linkage of the variables under consideration, this study employs the (Dumitrescu & Hurlin, 2012) Granger panel causality test, and the results are provided in Table 9. The estimated results reveal a bidirectional causal association between the CO$_2$ emissions and the explanatory variables. Here the bidirectional causality affirms that economic growth and F.D. are the key factors of CO$_2$ emissions, which is consistent with the
existing study of Ahmad et al. (2022) in the case of B.R.I.C.S. economies. Also, the empirical results suggest that G.D.P.S., R.E.C., and E.N.E.F. are causing CO₂ emissions and vice versa – indicating that these measures could be used as policy instruments to attain a low carbon economy in the longer term.

5. Conclusion and policy implications

This study analyses the factors of a green environment in the R.C.E.P. economies during the last three decades. In this regard, the current study examines F.D., E.N.E.F., economic growth, and renewable energy in CO₂ emission abatement. This study uses the G.D.P. squared term in a separate model to test for the environmental Kuznets curves. Various panel econometric approaches are used for empirical work, including slope heterogeneity, panel cross-section dependence, second-generation unit root and the cointegration test. To comprehensively analyse the factors, this study uses a non-parametric technique known as the method of moments quantile regression. The obtained results reveal that economic growth and F.D. are the significant factors of environmental degradation. While R.E.C. and E.N.E.F. are the factors of a green environment, these variables significantly reduce the level of CO₂ emissions in the region. Nonetheless, higher economic growth and F.D. motivate the industrial sector’s expansion and increased production. Due to this, the region or country is headed toward higher energy demand. Since the R.C.E.P. economies are heavily reliant on fossil fuel energy. Therefore, increased fossil fuel consumption leads to higher carbon emissions – considered a major factor of environmental degradation. However, after reaching a threshold level of income, these economies substantially start transforming towards R.E.C. and energy efficient products and equipment usage. As a result, the CO₂ emissions decrease, and environmental quality tends to improve. This suggests the validity of the environmental Kuznets curve in the R.C.E.P. economies, which is proved significant in the parametric (F.M.O.L.S.) approach while insignificant in the non-parametric approach. The results are robust, while a two-way causal association exists between the CO₂ and all explanatory variables.

Based on the empirical results, this study suggests the increased use of renewable energy and energy-efficient products and services in the R.C.E.P. economies. This will reduce demand for fossil fuel, but the former could also be used as a substitute for fossil fuel, which can be used for industrial and other domestic operational activities. Further, the increased E.N.E.F. will help the R.C.E.P. economies in two ways: first, the cost of fossil fuel will be minimised, which could be diverted to other environmentally friendly approaches, such as renewable energy generation, green technological innovation, renewable energy research and development, and E.N.E.F. promotion. Secondly, the increased E.N.E.F. could reduce CO₂ emissions due to reduced fossil fuel consumption, particularly in the industrial sector. Additionally, economic growth and F.D. are found to be factors of environmental degradation in the R.C.E.P. economies. Therefore, these economies must focus on green F.D. and growth by providing financial strength to the industrial sector for structural transformation towards renewable energy, issuing green bonds, green loans and green technical support.
Note
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