
Leading indicators of  
financial stress in Croatia:  
a regime switching approach

TIHANA ŠKRINJARIĆ, Ph.D.*

Article**

JEL: C54, G01, G15
https://doi.org/10.3326/pse.47.2.3

*   The views expressed are those of the author and do not necessarily reflect the official views of the institu-
tion the author works at. The author is grateful to two anonymous referees who have contributed to the qual-
ity of the final version of the paper. The paper was written when the author was at Croatian National Bank, 
Department for Financial Stability.

**    Received: June 1, 2022 
Accepted: November 21, 2022

Tihana ŠKRINJARIĆ
Bank of England, Stress Test Strategy Division, 20 Moorgate, London, EC2R 6DA, United Kingdom
e-mail: tihana.skrinjaric@bankofengland.co.uk
ORCiD: 0000-0002-9310-6853

  This is an Open Access article distributed under a Creative Commons Attribution-NonCommercial 4.0 International 
License which permits non commercial use and redistribution, as long as you give appropriate credit, provide  
a link to the license, and indicate if changes were made.

mailto:tihana.skrinjaric@bankofengland.co.uk
https://orcid.org/0000-0002-9310-6853
http://crossmark.crossref.org/dialog/?doi=10.3326/pse.47.2.3&domain=pdf&date_stamp=2023-06-12


TIH
A

N
A

 ŠK
R

IN
JA

R
IĆ

: 
LEA

D
IN

G
 IN

D
IC

ATO
R

S O
F FIN

A
N

C
IA

L STR
ESS 

IN
 C

R
O

ATIA
: A

 R
EG

IM
E SW

ITC
H

IN
G

 A
PPR

O
A

C
H

pu
b

lic sec
to

r  
ec

o
n

o
m

ic
s

47 (2) 205-232 (2023)

206 Abstract
This research focuses on the prediction of the probability of (re)entering high 
financial stress (via a large set of cyclical risk accumulation indicators). The focus 
is placed on a specific single-country analysis to obtain answers to questions 
about which indicators are best in explaining the future probability of (re)entering 
a high-stress regime. This allows the policymaker to get a better focus on the best-
performing variables. It is challenging to monitor a whole set of indicators of 
cyclical risk build-up; the results could bring into focus a smaller group of the 
essential variables. The contribution of this paper is in finding a set of indicators 
that help in forecasting financial stress, in terms of switching from one regime to 
another. The regime-switching models’ results indicate that some credit specifica-
tions, house price dynamics, and debt burden could be best monitored for the case 
of Croatian data.

Keywords: financial stress, macro-prudential policy, Regime-switching models, 
Croatia 

1 INTRODUCTION
Macroprudential policy has the difficult task of identifying sources of financial 
system instability alongside detecting appropriate indicators to measure the accu-
mulation of systemic risks. Timely and high-quality measures and instruments can 
then be devised and put into action so that the potential risks are mitigated, and the 
adverse effects that risk materialization causes to the rest of the real economy are 
reduced. That is why much research today focuses on quantifying the build-up of 
vulnerabilities in the financial system, as well as on quantifying risk materializa-
tion in the forms of financial stress that occurs in the system itself. One goal is to 
predict the turning points of a financial cycle or financial crisis and another is to 
measure the state of the financial system’s instability. The amount of literature that 
focuses on one or the other important aspects has grown in the last decade as 
macroprudential policy has developed. However, there is still a lack of research 
linking the build-up of vulnerabilities to the risk materialization approach. This 
paper tries to fill that gap. The research has endeavoured to combine the two 
approaches in order to try to evaluate the potential predictability of risk materiali-
zation measured via the financial stress indicator, based on the indicators that are 
preferred in EWS (early warning system) models. The first paper to attempt this 
was that of Duprey and Klaus (2017), in which a potential is seen in combining 
the best of both approaches. Thus, this research applies the regime-switching 
methodology of modelling the financial stress indicator for Croatia, to evaluate 
predictive possibilities of a number of indicators usually used in the EWS approach 
to the build-up of financial system vulnerabilities. 

The main contribution of this study is in its identification of finding a set of indica-
tors that help forecast financial stress, switching from one regime to another, while 
utilizing techniques to reduce their number. This study observes many different 
variables and their transformations in order to find the best ones. This allows the 
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207policymaker to focus on the variables that were found to be best in the modelling 

process. It is challenging to monitor a whole set of indicators of cyclical risk build-
up but the results of this research could bring into clear focus a smaller group of 
essential variables. Furthermore, most existing research focuses on predicting the 
value of future stress and concludes that it is challenging to predict stress levels. 
However, as Christensen and Li (2014) point out, the decision-making process 
should rely on point forecasts and insights into the likelihood of the occurrence of 
the stress event. That is why this study focuses on estimating the effects of the 
dynamics of indicators on the future probability of entering a stress event, which is 
rarely found in the literature; to the knowledge of the author, the only other existing 
study framed in such terms is Duprey and Klaus (2017; 2022). Furthermore, an 
extensive analysis is made of over several hundred variants of indicators of cyclical 
risk accumulation. In that way, the quality of regime-switching models is examined 
in a fashion that has never been accomplished previously (to the author’s knowl-
edge). Namely, the usual criteria used in the model comparison are contrasted over 
six categories of measures, for four different lags of the indicators, with a particular 
focus on the empirical distributions of the results. This enables the policymaker to 
determine the characteristics of each category for every lag. Moreover, those indi-
vidual variables that were found to be the best in adding relevant information to the 
model are used in a simple simulation, involving the construction of a composite 
indicator of risk accumulation that can be used to monitor financial cycle dynamics.

There are a couple of reasons why we focus on the regime-switching approach: 
Croatian data, and the combination of both approaches. First, regime-switching 
models have been extensively used and found to be useful in modelling business 
cycles (see, e.g. Doz, Ferrara and Pionnier, 2020) and financial markets (Ang and 
Timmermann, 2012)1. Furthermore, research has found that the interaction 
between financial stress and the real economy is not linear. Quite the opposite, the 
relationship is asymmetric and exhibits nonlinear behaviour, as seen in Giglio, 
Bryan and Pruitt (2016), Cardarelli, Elekdag and Lall (2011), or O’Brien and 
Wosser (2021). Moreover, Vermeulen et al. (2015) show that spikes in financial 
stress occur abruptly. Finally, Misina and Tkacz (2009) think that nonlinear mod-
els are more suitable for capturing the asymmetry in the behaviour of financial 
market participants. Thus, regime-switching models capture the nonlinearities and 
asymmetric behaviour that cannot be adequately modelled via linear models. 
Another important issue is that forecasting future crises does not rely solely on the 
value of a variable (i.e. the value of the stress indicator itself). Still, the probability 
of crisis occurrence is also important (Gneitinga and Ranjanb, 2011) and it is more 
important when making policy decisions. Next, Croatian data are observed as this 
area of macroprudential policy practice is not sufficiently explored for this 

1 This is due to the intuitive interpretation of dynamics and characteristics of economic and financial variables 
via expansions and contractions in real economy or bull and bear markets in financial markets (see Ang and 
Timmermann, 2012). Structural and abrupt changes in the economy and/or financial markets due to political 
issues, legislative changes, new methodological approaches, etc. can be captured via the regime-switching 
approach (Baele, 2003 is an example of the economic and monetary integration of Western Europe affecting 
the European financial markets).
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208 country. On the other hand, the country has known an extensive macroprudential 
approach over the last two decades2. There exist just a few related papers regard-
ing the Croatian financial system: Dumičić (2015a), where the financial stress 
indicator is constructed for the first time for the Croatian case; Duraković (2021) 
upgraded the stress indicator in the approach of Holló, Kremer and Lo Duca 
(2012) and its interaction with the real economy was tested and found to be sig-
nificant and asymmetric; and Dumičić (2015b), where the first attempt at con-
structing a composite indicator of cyclical systemic risk accumulation was made. 
Countries with an economy similar to the Croatian could thus acquire some insight 
into potential outcomes regarding their financial systems.

Although researchers are often prejudiced against single country analysis, there is 
actually a potential in focusing on one system, as compared to panel data analysis. 
For example, Klomp (2010) examined 110 different countries and found hetero-
geneity in the causes of banking crises, alongside an overview of previous related 
research that found different variables to be significant in predicting future crises, 
alongside different estimated signs. Although panel analyses are very important 
due to their advantages over single-country analysis, countries cannot copy meas-
ures and instruments one from another directly due to country specificities. In fact, 
previous research that focused on early warning systems of crises has often incor-
porated country-specific analysis: Kaminsky and Reinhart (1999) estimate coun-
try-specific thresholds in minimizing the noise-to-signal ratio in the modelling 
process. There are significant differences between the country-specific and global 
thresholds in the EWS results found in Davis and Karim (2008), who, focusing on 
banking crises conclude that generalized global models cannot replace country-
specific macroprudential surveillance. 

2 LITERATURE REVIEW
The first group of research that focuses on the build-up of vulnerabilities in the 
financial system is focused on exploring the possibilities of predicting turning 
points of the financial cycle. The rise of interest in forecasting financial crises has 
risen especially after the GFC (Global Financial Crisis), due to the severe conse-
quences it entailed for the rest of the real economy. Early-warning systems became 
very popular, as their purpose is to give an early enough warning of a turning point 
in the financial cycle (Reinhart and Rogoff, 2009). Here, the idea is to evaluate 

2 Croatia has a specific, i.e., unique experience regarding macroprudential policymaking and monitoring cycli-
cal risk accumulation. It stands out due to it belonging to a group of countries that had the most intensive use 
of instruments before the global financial crisis (Vujčić and Dumičić, 2016). This means that macropruden-
tial policy was active during the boom and bust phases of the financial cycle. Analysis regarding Croatian data 
could provide insights into the effects of macroprudential policy during all phases of the cycle, the effects on 
the financial stress, and other analyses of interactions of this policy with the rest of the economy. As Vujčić 
and Dumičić (2016) state, Croatian experience shows that policymakers shouldn’t focus only on textbook 
approaches to macroprudential policy conduct but, to keep their minds open, also on analysis such as the one 
in this study. However, a not-typical one could be one of the starting points. Moreover, Bambulović and Val-
dec (2020) state that Croatia is an interesting country for a study of the effects of macroprudential policies on 
credit growth, as the Croatian National Bank employed many measures in the pre-GFC period. More specifi-
cally, greater macroprudential activity started in 2003, as it was seen that monetary policy would not be effi-
cient alone (see Kraft and Galac, 2011).
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209individual or group possibilities in signalling a future crisis of selected variables 

that should capture the changes in the accumulation of cyclical systemic risk. 
Empirical work has focused on the six categories of measures of the build-up of 
system-wide risk as recommended in ESRB (2014). The best predictors of previ-
ous crises are closely observed in the practices of central banks to make decisions 
about macroprudential instruments to mitigate systemic risks, with a special focus 
on cyclical systemic risk. For example, some central banks utilize from 6 to 35 
individual indicators (Arbatli-Saxegaard and Muneer, 2020), with many of them 
monitoring over 20 indicators when making decisions about the countercyclical 
capital buffer. Thus, one strain of literature has focused on defining a binary vari-
able depending on the definition of financial, banking, currency, or related crises 
dates (based on the criteria in ESRB, 2018; ECB, 2017; and Dimova, Kongsamut 
and Vandenbussche, 2016). The EWS approach is, thus, based on predetermined 
dates of crisis or non-crisis state in the financial system, and the idea is to evaluate 
the signalling properties of potential indicators regarding the binary variable 
defining a vulnerable period before a crisis happens.

The second group of works in the literature concerned with monitoring systemic 
stress is focused on the composite indicator of financial stress. An influential paper 
by Holló, Kremer and Lo Duca (2012) has opened a path to measuring the realiza-
tion of risks in financial markets. Here, the composite indicator indicates the cur-
rent state of instability of the financial system, together with the frictions and 
strains affecting it. Holló, Kremer and Lo Duca (2012) state that such a measure 
is helpful in determining episodes of financial crises. This means that the realiza-
tions of the stress captured in the financial stress indicator can be utilized to esti-
mate the crisis and non-crisis states of the system, as well as corresponding dates. 
This is useful due to previous research having found evidence of the negative 
effects of financial stress on the economic activity (Borio and Drehmann, 2009; 
Bloom, 2009; Hubrich and Tetlow, 2015; Chavleishvili and Manganelli, 2019; 
Dumičić, 2015a; and an overview in Škrinjarić, 2022), which is especially true for 
the downside risks of economic growth (e.g. Adrian, Boyarchenko and Giannone, 
2019; and a general overview in Plagborg-Moller et al., 2020)3. 

Misina and Tkacz (2009) utilize a linear and threshold regression approach in fore-
casting the FSI (financial stress index) based on values in k (= 1 to 12) periods ahead 
of selected indicators. The empirical part of their research focused on Canadian data 
on credit developments, asset prices, GDP, and crude oil prices (various definitions of 
variables, with quarterly and yearly growth rates). Forecast quality was contrasted 
among all different variants of considered models, with horizons of k = 4 and 8 being 
the best for credit and asset price variables. Another single-country analysis is found 
in Hanschel and Monnin (2005), where the authors model stress in the banking sector 

3 That is why forecasting future financial stress would be helpful in order to adjust the instruments and measures 
so that the financial system is more robust and stable over time, alongside reducing the costs of financial crises. 
Moreover, financial stress indicators are used in the quick release of the countercyclical capital buffers (CCyB), 
as at the beginning of the COVID-19 crisis in some countries (see Arbatli-Saxegaard and Muneer, 2020). 
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210 of Switzerland. 13 OECD countries are examined in Slingenberg and de Haan (2011), 
in which the authors in a fashion similar to the models in Misina and Tkacz (2009) 
observe the predictive power of similar variables. The main findings include that 
credit growth has some predictive power for most of countries, but other variables are 
significant for some countries and not for others. This also goes in favour of single-
country analysis. Lo Duca and Peltonen (2011) define a stress event when the stress 
variable exceeds its 90-th percentile value in the analysis, and then construct a binary 
variable depending on this value. The EWS approach was done here as well, in which 
in total 28 countries were observed. Asset prices and credit developments were found 
to be the best predictors of future crises. A signal extraction approach was made in 
Christensen and Li (2014), where 13 OECD countries were observed in understand-
ing the behaviour of selected economic indicators preceding financial stress. How-
ever, a financial stress event is defined via a subjective selection of a threshold value 
that is between some values used in related approaches4. Vašíček et al. (2017) 
observed 25 OECD countries in the BMA (Bayesian model averaging) approach in 
determining the leading indicators of financial stress. Here, the authors obtain the 
following results: the panel approach does not yield good results in terms of success-
ful prediction of future FSI movements; country-level analysis produces better 
results; and in general, FSI movements are hard to predict, as out of sample predic-
tions are worse than in-sample analysis. Pietrzak (2021) has compared several 
approaches to predicting financial distress for 43 countries, in the period 1990 to 
2016. Thus, this is not an analysis methodologically comparable to this one, but the 
results are interesting, as the results show that specific variables such as capital ade-
quacy, leverage, and return on assets predict future financial distress5. Duprey and 
Klaus (2017; 2022) is the closest study to this one, the authors evaluating 27 indica-
tors for 15 EU countries and in the unbalanced sample from Q1 1970 to 4Q 2018 
analysing the potential of the binary-logit model and the regime-switching approach. 
The main results indicate that the debt service ratio, credit dynamics, and property 
market variables are useful in predicting higher financial stress periods. The analysis 
that included post-GFC data was better than the pre-GFC one. Based on these results, 
the authors concluded that before the GFC, it was more difficult to predict the future 
movement of the financial stress probabilities. 

Dumičić (2015a) has constructed an earlier version of a financial stress indicator 
(FSI) for Croatia. In the second phase of the research, FSI indicators were used in 
a regime-switching model to see their performance in boom and bust phases, 
alongside the sources of risk increases during regimes of more stress. Based on an 
extensive analysis of higher and lower stress sub-periods, the author concluded 
that the FSIs defined in this paper are a good starting point for use in practice. 

4 A stress event is defined if the stress indicator exceeds its mean value enlarged by its standard deviation mul-
tiplied by a constant k. This could be arbitrary, as opposed to the regime-switching that is based on the optimi-
zation of the likelihood function in which optimal switching behaviour is governed by the data. This is what 
the authors concluded at the end of the study: future research should focus on switching models.
5 A drawback of the study is found in determining the stress periods when the financial condition indicator 
exceeds the 90th percentile of the country’s indicator distribution. The regime-switching approach does not 
ask for such interventions from the researcher’s side.
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211Duraković (2021) is a newer variant of a composite indicator of systemic stress. 

The author followed the Holló, Kremer and Lo Duca (2012) approach in con-
structing the indicator with some specifics for Croatian data. In this work, the 
author observed the threshold VAR model in estimating the effects of higher or 
lower financial stress on real economy growth. Asymmetric findings confirm the 
aforementioned nonlinearities in the introduction. Compared to the previous two 
papers, this paper looks beyond current realizations of financial stress in the finan-
cial markets in Croatia. Here, we observe the information obtained from MRS 
models regarding the effects of cyclical risk indicators that could have affected 
switching from one regime to another. This gives the policymaker some insights 
into the possibility of affecting those indicators via certain measures or instru-
ments, which could, in turn, reduce future financial stress.

Generally speaking, after reviewing the related literature, it seems reasonable to 
analyse the effects of early warning indicators on the probability of future higher 
or lower stress, as the value of the stress variable is hard to predict. However, the 
selected indicators were found useful in the early warning literature, regarding the 
signalling approach to future crisis modelling. Variables utilized in this study are 
based on the literature within this group of papers. 

3 DATA AND METHODOLOGY DESCRIPTION
3.1 DATA DESCRIPTION
Quarterly data on the following six (according to the ESRB (2014) Recommenda-
tion) categories of measures of cyclical risk build-up have been collected from 
CNB (2022): credit dynamics, potential overvaluation of property prices, external 
imbalances, the strength of bank balance sheets, private sector debt burden and 
potential mispricing of risks. As the availability of data varies depending on the 
variable category (or even within the category itself), to produce comparability of 
the estimation results, all of the variables after the initial transformations were 
brought to the same initial starting point of 4Q 2005. The last available data are 
for 3Q 2021. Although this results in a short timespan dataset, future work should 
focus on this issue. Besides the indicators, values on HIFS6 (Croatian indicator of 
financial stress) have been collected from internal CNB calculations, and quar-
terly averages were calculated for the HIFS levels. This indicator is in line with 
the methodology of Holló, Kremer and Lo Duca (2012) and is described in detail 
in Duraković (2021). Table 1 gives an overview and description of the variables 
used in the study alongside the data transformations. Every category consists of 
transformed variables in terms of one-year growth rates or differences, annualized 
growth rates or changes, and the HP (Hodrick-Prescott, 1997) gap.

The smoothing parameter values in the filtering were based on previous studies of 
the length of the financial cycle. For example, Galán (2019) finds that the value of 

6 Calculation of HIFS is based on volatilities and similar measures and correlations derived from daily data on 
bond yields, stock market returns, money market interest rates, exchange rates, and interbank market rates and 
fragility. It does not include any of the individual indicators (or their transformations) used in MRS modelling.
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212 25.600 for the smoothing of the credit-to-GDP gap parameter is better in the sig-
nalling the future crisis, whereas Wezel (2019) found that CEE (Central and East-
ern Europe) countries have shorter credit cycles, which is also in favour of a 
smaller smoothing parameter. Furthermore, other studies utilize the values of 
85,000, 125,000, and 400,000 for the smoothing parameter in the HP filtering, as 
the length of the financial cycle is assumed to be 2 to 4 times longer than the busi-
ness cycle: Drehmann et al. (2010) focused on OECD countries and higher values 
of the parameter, whereas Galati et al. (2016) for 5 eurozone countries conclude 
that their financial cycle lasts between 8 and 25 years. Moreover, Schüler (2018), 
in his empirical analysis, concludes that the value of 400.000 for the smoothing 
parameter in the ESRB (2014) Recommendation could result in omitting relevant 
fluctuations in relevant financial series. Thus, based on these mixed results, this 
study allows for different smoothing parameters in the HP filtering process. 

Furthermore, it should be noted that the decision-making process of the policy-
maker is in real-time, meaning that all of the filters are calculated recursively, i.e. 
as one-sided gaps. Smaller values of the smoothing parameters are related to the 
assumption of a shorter length of the financial cycle or the fact that some variables 
could be linked more to the business cycle (parameter 1,600). In total, 241 differ-
ent variables are examined in the study. All variables are interpreted in such a way 
that the greater the value, the greater the risk accumulation. This means that some 
variables were multiplied with value -1 to provide such interpretation (e.g. interest 
rate margins, net exports, etc.).

Table 1
Brief description of variables used in the study

Category Variables Transformations

Credit 
dynamics

Narrow and broad credit
Narrow and broad credit-to-GDP ratio
Household (HH) credit
Non-financial corporations (NFC) credit
HH credit-to-GDP ratio
NFC credit-to-GDP ratio
(nominal and real variants of credit)

1YG
1YC

A2YG
A2YC

HP gap
25K
85K
125K
400K

Potential 
overvaluation 
of property 
prices

House price index (nominal and real)
Price to rent ratio (nominal and real)
Price to income ratio (nominal and real)
Price to cost ratio (nominal and real)
Construction work index ratio
Indicator of overvaluation of property prices

1YG
1YC

A2YG
A2YC

HP gap
1600
25K
85K
125K
400K

External 
imbalances

Gross external debt (GED)
Net external debt (NED)
GED-to-GDP ratio
NED-to-GDP ratio
Terms of trade
Current account to GDP ratio
Net export to GDP ratio

1YG
1YC

A2YG
A2YC

HP gap
1600
25K
85K
125K
400K
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213Category Variables Transformations

Strength  
of bank 
balance 
sheets

Deposit to credit ratio
Capital to assets ratio
Assets to GDP ratio

1YG
1YC

A2YG
A2YC

HP gap
1600
25K
85K
125K
400K

Private sector 
debt burden

Debt service ratio (household and nonfinancial 
corporations separately)
Total debt to income ratio
Total debt to gross operating surplus ratio

1YG
1YC

A2YG
A2YC

HP gap
25K
85K
125K
400K

Mispricing  
of risks

Stock market index CROBEX
HH credit interest rate margin7

NFC credit interest rate margin
Bank prudence indicator8

1YG
1YC

A2YG
A2YC

HP gap 
1600
25K
85K

Note: HP denotes the Hodrick-Prescott filter, 25K, 85K, 125K, and 400K denote that chosen smooth-
ing parameter was equal to 25.600, 85.000, 125.000, and 400.000 in the HP filter, 1600 denotes the 
value of the smoothing parameter in HP filter. Narrow credit includes bank credits to households 
and the private sector, broad credit includes all credit institution claims on the private sector and 
the gross external debt of the private sector. 1YG, 1YC, A2YG, and A2YC denote one-year growth 
rate, one-year change, annualized 2-year growth rate, and annualized 2-year change respectively.
Source: CNB (2022).

3.2 METHODOLOGY OF REGIME SWITCHING
The basic approach of the present research is to observe how different measures 
of risk accumulation affect the future probability of transitioning from one regime 
to another regarding the financial stress variable. Thus, the Markov regime-
switching models (MRS) are the most appropriate, and we follow the usual litera-
ture in the brief description of MRS (Gray, 1996; Kim, 1994; Franses and van 
Dijk, 2000). It is assumed that the financial stress variable (HIFS) is defined via 
the following data generating process (DGP):

  (1)

where the average value and the variance are regime-dependent. Other specifica-
tions in (1) can be assumed, depending on the best DGP of the empirical data. For 
example, in the empirical part of the research, before the estimation is made, the 
Box-Jenkins approach will be employed to determine the best ARMA(p,q) model. 
The probability transition matrix between the two assumed regimes (low and high 
stress) is defined as follows:

  (2)

7 Margins were calculated as the difference between the interest rates on credits to HH or NFC and the Euribor 
interest rate, as the national referent interest rate ceased to exist in 2020. Comparable studies (e.g. Kupkovič 
and Šuster, 2020) also use Euribor as the referent interest rate.
8 Defined in Pfeifer and Hodula (2018).
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214 where

  (3)

is the one-step-ahead probability of entering regime j in period t from regime i in 
period t-1, Xt-4 is a vector of variables that determine the switching behaviour between 
the two regimes, as in Duprey and Klaus (2017; 2022). In practice, X will be one 
variable as an indicator in testing its predictive probability of future shifts between 
the low and high regime of the financial stress variable. The selection of lag 4 quar-
ters in practice for the variable X is explained in Duprey and Klaus (2017; 2022) as 
being consistent with data that the financial stress, conditional on the shift in regimes, 
does not depend on Xt-4 beyond the information contained in the shift in the regime. 
Moreover, it can be added that the variables used as X are usually published with lags. 
This means that using t-1 or t-2 periods ahead does not make sense, as the stress 
realization in quarter t would be documented before the data on Xt-1 or Xt-2 were avail-
able. On the other hand, the idea of using variables in X is founded on the early warn-
ing model (EWM) literature, which finds that such variables should signal the future 
turning point of the financial crises or cycle from 12 to 5 quarters ahead (ECB, 2017). 
Longer horizons such as 12 quarters ahead are proven to have low forecasting power 
(see Misina and Tkascz, 2009). Finally, short time series such as the Croatian data 
cannot afford to observe long horizons, due to data loss at the beginning of the sample. 
Vašíček et al. (2017) add that there needs to be a balance between the informative 
criterion (information provided in a variable declines with a longer forecast horizon) 
and the criterion of allowing for timely policy action. Finally, several other lags will 
be considered in the empirical analysis, t-5, t-6 and t-7. 

When estimating the switching model, we will observe the estimated signs and sig-
nificance of betas in equation (3). If we denote regime 1 as being the more stressful 
(a greater value of the variance as well as a greater average value of the stress series), 
positive significant betas corresponding to the indicator variables that are tested in 
the analysis indicate that their greater values increase the probability of transitioning 
from the less risky to riskier regime; and increasing the probability of staying in the 
same riskier regime as well. The model is estimated via the usual approach of the 
likelihood maximization of the function where the HIFS value is estimated with 
respect to given information I in the previous period, alongside the information 
about being in regime i, to estimate unknown parameters in θ f(HIFSt | It-1, Δt = i; θ) 
= P(HIFSt | It-1, Δt = i; θ), where θ = (β(Δ), pij, ). The log likelihood function is 
defined as the sum of log values of probabilities P(HIFSt  | It-1, Δt = i; θ) for every 
regime. As it is unknown what the true regime is in period t-1, true probabilities to 
be estimated are unknown. Thus, the inferential and smoothed probabilities are esti-
mated recursively as in the definition of Gray (1996). It should be noted that the 
decision-making process is in real time, which means that smoothed probabilities 
are not available in such a scenario. Thus, the macroprudential policymaker is 
observing the one-step-ahead probability and eventually filtered.
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2154 EMPIRICAL RESULTS

4.1 INITIAL RESULTS
Firstly, the Box-Jenkins approach was made in determining the adequate 
ARMA(p,q) model for the HIFS variable behaviour. Table A1 in the appendix 
depicts the Schwartz information criterion table, where the AR(2) model is chosen 
as the best one. Thus, the rest of the analysis will be made according to this model 
specification. Figure 1 depicts the dynamics of the stress variable HIFS in the 
observed period (solid black curve), with the one-step-ahead and filtered probabil-
ities of being in the regime of higher stress (grey curves). These probabilities are 
estimated according to a two-regime model, in which it is assumed that the aver-
age value of the HIFS and the variance of the error term are regime dependent. 
The AR terms are assumed to be non-regime dependent. The corresponding esti-
mated model is shown in table 2 and it will be the basis for comparisons with its 
extensions with the risk build-up variables. Other model specifications were esti-
mated and contrasted against the one given in table 2, in terms of the information 
criterion, log-likelihood, and Wald test for parameter equality over the regimes. It 
was found that this is the best specification of the DGP of HIFS if it is assumed 
that it follows a regime-switching process. Ang and Bekaert (2002a; 2002b) 
defined RCM (regime classification measure) to quantify how well the regime-
switching model classifies the regimes. It is calculated as follows:

  (4)

where K is the number of regimes in the model, T is the number of observations, 
pit is the smoothed probability of being in regime i at time t. The value is between 
0 and 100, and the closer to zero it is, the better the classification of the regimes. 
The value is given in table 2, alongside other results.

Firstly, figure 1 indicates that the regime-switching approach successfully cap-
tures the dynamics in the stress variable. The reactions of financial markets when 
the GFC, the EU sovereign debt crisis hit, and other impactful events, such as the 
COVID-19 crisis are pronounced in the dynamics. Moreover, the probability of 
being in the regime of higher stress is greater for the two aforementioned crises, 
whereas turbulences in 2014-2015 and the COVID-19 crisis were characterized 
by lower values of the high-stress probability. This indicates that the regime-
switching approach is appropriate for such analysis9. The results in table 2 also 
provide insights into the baseline model: the RCM measure is very low, the values 
of the average HIFS value and its volatility are fairly different and significant in 
both regimes.

9 The results in figure 1 are comparable to those in Dumičić (2015a) in sub-periods of greater and lower stress. 
Furthermore, based on the discussion in section 4.3., in a comparison of the results to the discussion in the 
mentioned paper, findings on indicators in table 3 of this research confirm the importance of these indicators 
for macroprudential policy-making, alongside the measures that the CNB conducted in the observed sample. 
For more details, please see section 4.3.
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216 Figure 1
HIFS values (left hand side) and the one-step-ahead and filtered probability  
of being in the regime of higher stress (right hand side)
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Table 2
Regime switching estimation results for a 2-regime AR(2) model for HIFS

Parameter/values Regime 1 Regime 2

Constant   0.1718
  (0.014)***

 0.0657
(0.006)***

Variance   0.0081
  (0.005)*

 0.0004
(0.000)***

βij
  0.7912
  (0.149)***

 0.0385
(0.027)

AR(1)   0.7351
  (0.110)***

AR(2)   -0.2186
  (0.102)**

AIC -247.566
Log L  131.873
RCM   14.776

Note: βij is the estimated parameter for constant governing the regime switching in eq. (3). AIC 
and Log L denote the Akaike information criterion and log likelihood value respectively. Values 
in parentheses denote standard error of the estimator. 
*, ** and *** denote statistical significance at 10%, 5% and 1% respectively.
Source: Author’s calculation.

4.2 INCLUSION OF INDICATOR VARIABLES RESULTS
Next, the baseline model is challenged by including the variables of cyclical risk accu-
mulation in equation (3) of the model to govern the one-step-ahead probability of 
entering the risker regime (or staying in it). Thus, for every variable in the previous 
section, the 2-regime AR(2) model is estimated, including the single variable (in some 
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217of its transformations from table 1) with a lag of 4, 5, 6, and 7 quarters. That is, 964 

models were estimated in total. As not all variables are comparable in terms of their 
unit of measurement, we first compare the log likelihoods and AIC information crite-
rion across all variables, lags, and their category according to table 1. Figure 2 depicts 
the box-plots for the mentioned variations for the log likelihood values, and figure 3 
does the same, but for the AIC values10. It can be seen that the value of Log L increases 
as the lag of the indicator variable shortens across all of the categories of measures. 
This is in line with the EWS research (ESRB, 2018; Lang et al., 2019; Alessi and 
Detken, 2019; Candelon, Dumitrescu and Hurlin, 2012), where the indicators should 
show a consistent increase in their value before the peak of the financial cycle occurs 
and the risk materializes. A more detailed depiction of the values from figure 2 is given 
in figure A1 in the appendix. A detailed picture of the Log L values across all indi-
vidual indicators in the regime-switching specification. The best specification is for 
the t-4 lag case, as the values are greater than the baseline model in most of the cases, 
and the variability is the smallest for most of the measure categories. 

Figure 2
Box plot for log likelihood values across all 964 models
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Note: Shaded areas denote 95% confidence interval for the median value. “balance sheets”, “bur-
den”, “credit”, “external”, “house” and “mispricing” denote the six categories of measures from 
table 1: strength of balance sheets, private sector debt burden, credit dynamics, external imbal ances, 
potential overvaluation of house prices and mispricing of risks respectively. t_4, t_5, t_6 and t_7 
denote models that include indicator variables lagged for 4, 5, 6 and 7 quarters respectively. 
Source: Author’s calculation.

10 As the baseline model has LogL value of 131.873 (see table 2), inclusion of indicator variables in the model 
is considered successful if the new model has a higher value than the baseline model to ensure comparability 
across all specifications, all models are contrasted on the same length of T.
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218 Figure 2 also shows that the best-performing models are those regarding the 
credit, house price, and debt burden variable categories. In contrast, external 
imbalances are those that have the greatest variation of results. This means that in 
modelling the HIFS regime-switching behaviour, it would be useful to include 
credit and debt burden variables with a 4-quarter lag. However, the rest of the 
categories with the exception of the aforementioned external imbalances, are also 
found to have good Log L values. AIC values in figure 3 tell a similar story (when 
the same analysis is done on the interquartile range and the average and median 
values compared to the original model’s value of -247.6). Here, we can also see 
that for t-7 and t-6, most of the variables have greater AIC values than the baseline 
model, contributing to the validity of t-4 and t-5 variants.

Figure 3
Box plot for AIC values across all 964 models
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Note: Shaded areas denote 95% confidence interval for the median value. “balance sheets”,  
“burden”, “credit”, “external”, “house” and “mispricing” denote the six categories of measures 
from table 1: strength of balance sheets, private sector debt burden, credit dynamics, external imbal-
ances, potential overvaluation of house prices and mispricing of risks respectively. t_4, t_5, t_6 
and t_7 denote models that include indicator variables lagged for 4, 5, 6 and 7 quarters respectively.
Source: Author’s calculation.

Not all variables are best performing for the t-4 case, which is seen in figure 4. It 
observes the empirical density functions of each risk category for all four lags 
observed in the study. This helps determine which lag could be best for a variable 
category, or individual variables when deciding which variant it is best to use in 
practice. This figure tells the following for the credit series as we move from t-7 
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219to t-4, the density function becomes tighter with higher peaks. However, the best 

performance is found for t-5 for the balance sheets category, as here, most of the 
observations are above the value of 132, with a high peak, compared to higher 
peaks of lower values for t-6 and t-7 cases. Other measures have the best perfor-
mance for t-4 and t-5 for the house prices category; the external and mispricing 
categories have the worst performances overall, due to high dispersion, especially 
regarding the left tails.

Figure 4
Empirical density functions of log likelihood values across all 964 models

LOGL_T_4 LOGL_T_5

0.0

0.1

0.2

0.3

0.4

0.5

0.6

100 104 108 112 116 120 124 128 132 136 140 144 148

D
en

si
ty

D
en

si
ty

0.0

0.1

0.2

0.3

0.4

108 112 116 120 124 128 132 136 140 144

LOGL_T_6 LOGL_T_7

0.0

0.1

0.2

0.3

112 116 120 124 128 132 136 140

D
en

si
ty

D
en

si
ty

0.00

0.05

0.10

0.15

0.20

0.30

95 100 105 110 115 120 125 130 135 140

0.25

balance sheets burdencredit house mispricingexternal

Note: “balance sheets”, “burden”, “credit”, “external”, “house” and “mispricing” denote the 
six categories of measures from table 1: strength of balance sheets, private sector debt burden, 
credit dynamics, external imbalances, potential overvaluation of house prices and mispricing of 
risks respectively. t_4, t_5, t_6 and t_7 denote models that include indicator variables lagged for 
4, 5, 6 and 7 quarters respectively.
Source: Author’s calculation.

In general, the promising results of models with the inclusion of indicator varia-
bles are in line with other studies that analyse some form of non-linear models, 
such as Davis and Karim (2008) and Vašíček et al. (2017). To summarize the 
results, it is evident that the performance of the models gets better when the lag of 
the indicator variable gets smaller. There is a trade-off, however, as the informa-
tion about some variables has a certain lag. The results found here are in line with 
previous literature. Credit dynamics is found to be the best predictor of financial 
crises in previous literature (Borio and Lowe, 2002; Borio and Drehmann, 2009; 
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220 Aldasoro, Borio and Drehmann, 2018), with newer studies including Schularick 
and Taylor (2012), alongside Drehmann and Juselius (2014), where the debt ser-
vice to income ratio is one of the best early warning indicators, as found in this 
study. The private sector debt burden category is relevant, as found by Detken et 
al. (2014), or Giese et al. (2014). Moreover, the mispricing and external imbal-
ances categories were found to have poor performance, as found in Slingenberg 
and de Haan (2011). The reasoning could be found in the poor performance of the 
stock market index, which has had little dynamics in the last 10-12 years. The lack 
of dynamics in a variable could result in no variation being caught in the model-
ling process. The results here are also in line with the research of Miszina and 
Tkacz (2009), who find that indicators such as asset prices are better predictors of 
future financial stress when nonlinearities are included in the analysis. 

However, previous analysis observes the entire distribution performance of each 
category. In the next step, we observe those individual indicators that are useful in 
transition probability forecasting (equation (3)). We extract those indicators that 
have significant parameters in equation (3) and that are positive, indicating that 
greater values of those indicators affect the future probability of staying within the 
stressful regime or entering it. Put differently, when estimating the regime-switch-
ing model, the matrix in (2) includes the estimation of the parameter that is related 
to entering the regime of higher stress if the DGP was in the lower stress regime 
in the previous period. Furthermore, the matrix includes the parameter related to 
staying in the regime of higher stress if the DGP was previously in the same 
regime in the previous period. These parameters are depicted in table 3. The left 
panel in table 3 shows the value of the estimated parameters from equation (3) for 
the case of entering the higher risk from the lower risk regime for all four types of 
lags: t-4 to t-7. The right panel in table 3 contains values of the parameters regard-
ing the case of staying in the higher risk regime. As the indicator variables are in 
different units of measurement, they are not directly comparable. The values are 
shown so that the dynamics of the parameter value can be observed. The dynamics 
are stable across all individual variables in the left panel in table 3. In contrast, an 
increasing trend is found in the right panel of table 3 for some variables (e.g., 
credit and house price series). Stable dynamics indicate a stable effect of a varia-
ble in the model, which is needed for its credibility. Increasing dynamics of the 
parameter in the right panel in table 3 means that the effects of individual indica-
tors on the probability of staying in higher stress regime increases as the lag gets 
smaller. Such a result is in line with previous early warning system research11 that 
concludes that the best-performing signalling indicators increase their values the 
most several quarters before the crisis hits. In the context of regime-switching, 
this could be interpreted as the persistence in those indicators accumulating the 
total effects for the future transition probability. 

11 See literature review section, and introduction.
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221These results are in line with Duprey and Klaus (2017; 2022), who find that the 

credit and housing dynamics are the best predictors for entering a more stressful 
period; with Pietrzak (2021) who discovers that variables related to real estate 
markets (alongside earnings and profitability) are helpful in financial stress fore-
casting; specifically real estate prices as in Vašiček et al. (2017), as well as with 
some earlier studies such as Adalid and Detken (2007); and more recent, such as 
Christensen and Li (2014), and Slingenberg and Haan (2011), who also find that 
house price returns and credit growth are best predictors of financial stress.  
The house price-to-income ratio significance in this study is in line with Anundsen 
et al. (2016), who also found that the higher the value of this ratio, the more the 
probability of financial crisis increases. Although the results of this study are 
aligned with this mentioned research, it should be noted that the comparisons are 
made on a broader scale, i.e., this research looks at the effects of individual indicators 
on risk probabilities. In contrast, most of the work mentioned looks at the values 
of financial stress. As it is difficult to predict future values of financial stress, as 
the mentioned literature agrees, this research has the advantage of predicting just 
higher or lower stress regime probability, not actual values of financial stress. 

In economic language, the results in table 3 are useful to determine which varia-
bles should be closely monitored over the financial cycle, as their dynamics affects 
the probability of entering or staying in the higher stress regime. The policymaker 
can observe these variables and their variations more closely, compared to the rest 
of those available, as monitoring many data at once is resource and time-consum-
ing. Moreover, the results in table 3 show that the policymakers face difficulties 
when actively tracking the dynamics of most of the risk indicators. This is due to 
different units of measurement for each of the series, as this indicates non-syn-
chrony of their characteristics regarding the assumption of the length of the finan-
cial cycle. This has proven in the literature to be a very difficult task, in Croatia as 
well (CNB, 2022b). Moreover, the policymaker needs to choose other relevant 
criteria to find the best indicator from figures 5 and 6. This will depend on the 
decision maker’s preferences and tracking of other indicator dynamics. One pos-
sible solution could be observing interval estimates of such indicators where dif-
ferent smoothing parameters are used. An example of such an application is found 
in CNB (2022b), in which flexibility is introduced by observing such intervals. 
When more data become available12, the policymaker could re-estimate all of the 
models to see which indicators are best for specific purposes, including the one in 
this study.

12 And more data on the characteristics of individual indicators during different phases of the financial cycle, 
so that the duration of the cycle could be estimated better.
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222 Table 3
Significant coefficients, probability of transitioning from lower to higher risk 
regime (upper panel) and significant coefficients, probability of staying in the 
higher risk regime (lower panel)

Indicator t-7 t-6 t-5 t-4
HPI 2y growth rate 0.187 0.164 0.152 0.163
HPI real, gap 25K 0.176 0.130 0.131 0.161
Capital/Assets, gap 1600 0.147 0.100 0.130 0.119
CNFP real 1y change 0.072 0.091 0.171 0.131
Basel gap, 25K 0.277 0.238 0.381 0.456
Broad credit 1y change 0.069 0.075 0.066 0.071
Broad credit real 1y change 0.046 0.050 0.044 0.047
Narrow credit gap, 125K 0.654 0.748 0.740 0.689
Narrow credit gap, 25K 0.740 0.833 0.836 0.777
Narrow credit gap, 400K 0.645 0.737 0.727 0.675
Narrow credit gap, 85K 0.663 0.757 0.754 0.705
 
CNFC 2y growth rate 0.128 0.139 0.156 0.147
H D-to-I 2y change 0.019 0.018 0.019 0.016
CNFC, 25K 0.185 0.181 0.187 0.163
P-to-Income, 400K 0.110 0.055 0.143 0.165
Deposits/Credit, 1600 0.019 0.018 0.020 0.023
HPI real 1y growth rate 0.149 0.150 0.177 0.187
P-to-I 2y growth rate 0.190 0.181 0.198 0.231
P-to-I real 2y growth rate 0.164 0.171 0.199 0.238
Narrow credit 1y growth rate 0.149 0.175 0.230 0.268
Narrow credit 2y growth rate 0.149 0.175 0.230 0.268
NX, cumsum 0.407 0.359 0.321 0.311
Net ext debt, 125K 0.332 0.310 0.404 0.332
Net ext debt, 25K 0.310 0.404 0.332 0.332
Net ext debt, 400K 0.332 0.310 0.404 0.332
Net ext debt, 85K 0.332 0.310 0.404 0.332
NX 0.327 0.291 0.301 0.392
HH 1y change 0.509 0.294 0.300 0.556

Note: 1600, 25K, 85K, 125K and 400K denote the value of the smoothing parameter in HP 
gap, in values of 1,600, 25,000, 85,000, 125,000 and 400,000 respectively. 1y and 2y are one 
and two years, CNFP is credit to nonfinancial corporations, HPI is house price index, Capital/
Assets is the capital-to-assets ratio. t-4, t-5, t-6 and t-7 denote models that include indicator var-
iables lagged for 4, 5, 6 and 7 quarters respectively. HH denotes credit to households, Net ext 
debt denotes net external debt, NX is net exports share in GDP, whereas NX cumsum is sum of 
net exports over 4 quarters share in sum of GDP over 4 quarters, P-to-I is the price to income 
ratio, HPI is house price index, Deposits/Credit denotes the deposit-to-credit ratio, P-to-Income 
is house price-to-income  ratio, CNFC is credit to nonfinancial corporations, H D-to-I is house-
hold debt to income ratio.
Source: Author’s calculation.
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2234.3 DISCUSSION

Anundsen et al. (2016) state that specific information is present in each single coun-
try’s history of financial crises. Thus, it should be said that in the period before GFC, 
Croatia experienced an increase in internal and external vulnerabilities due to exces-
sive credit activity and foreign borrowing. This is captured in the results, in the statis-
tical significance of this risk category. Moreover, FDI (foreign direct investment) 
inflows at the beginning of the 2000s due to the privatization of telecoms and oil 
companies, and government foreign borrowing increased rapidly. Then, the GFC hit, 
and re-financing problems spilled over from mortgage markets to interbank money 
markets worldwide, including Croatia. This was when the HIFS indicator spiked in 
the analysed period (figure 1). Some of the macroprudential measures taken in the 
pre-GFC period had the goals of reducing credit growth and capital inflows, support-
ing the banking system’s liquidity and increasing its capitalization. By looking at all 
of the measures being put into place before the GFC (see Kraft and Galac, 2011 for 
details), it is seen that a lot of fine-tuning was done in the years that preceded the 
crisis. Kraft and Galac (2011) and Galac (2010) agree that some measures did man-
age to slow down the credit growth in that period, alongside the marginal reserve 
requirement. All this information indicates that the CNB utilized effective measures. 
However, many problems of that era, many of which were out of Croatia’s scope, 
contributed to the consequent crisis. If the knowledge from the estimated results here 
had been known back then, maybe the macroprudential policy would have been even 
tighter. This conclusion stems from the facts of what the policymakers were doing 
back then, just by observing the happenings in the financial system. As they were 
very active and prudent, having the output from models such as the one in this study 
would perhaps lead to more significant tightening. However, the measures taken back 
then for surely have contributed to lowering the probability of entering the more 
stressful regime.

The period from 2010 to 2015 was characterized by several stressful events for the 
Croatian markets: the government debt crisis in the Eurozone, the rise of CDS pre-
miums on parent bank bonds of the largest banks in Croatia, the fall of the credit 
rating of Croatia in 2013 and increased costs of foreign borrowing. In this period, 
the macroprudential policy was loosening for the most part, as CNB was lowering 
the minimum required amount of foreign currency claims and was lowering reserve 
requirement rates so that the released funds would be utilized for economic recov-
ery. Bambulović and Valdec (2020) found that domestic and foreign banks increased 
lending activity after the loosening measures. However, as Dumičić (2015a) pointed 
out, the recovery was prolonged due to a lack of structural reforms and a deteriora-
tion of fiscal indicators. This period indicates that although CNB had good timing of 
measures, the good conduct of macroprudential policy is not enough to bring the 
economy on the right path if other conditions are not fulfilled. The last sub-period, 
from 2016 until the end of the sample, was the most tranquil period until the COVID-19 
shock hit. Here, the economic activity was in recovery, and lending to the private 
sector started to increase. In addition, CNB introduced tightening measures due to 
the new Basel accords and legislation. Finally, the COVID-19 shock was exogenous 
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224 and could not have been forecasted with the cyclical risk indicators. This shows 
that there is a need for the policymaker to track structural and cyclical risks and 
mitigate them in a timely fashion so that the shocks in the financial stress series 
come from mostly exogenous shocks.

Consequences for policymakers are as follows. The results show that some indica-
tors of cyclical risk accumulation provide information about future financial stress 
dynamics. The policymaker could use this information to narrow the most impor-
tant indicators that need to be tracked over time and, consequently, tailor policies 
that would mitigate those risks. Although CNB had timely measures that focused 
on the majority of the risk indicators over the entire observed period, better coor-
dination among macroprudential, monetary and fiscal policies is needed to achieve 
healthier economic growth. As some asymmetry in results is found, this indicates 
that the tightening and loosening policy should not be considered similarly. 

The results indicate that policymakers will have to be flexible in policy tailoring, 
due to the difficulties of predicting financial stress. However, the results here do 
tell a similar story, in line with previous empirical research: credit and housing 
variables are extremely important in future financial risk materialization predic-
tion and thus, useful for countercyclical capital buffer (CCyB) calibration (Bon-
fim and Monteiro, 2013)13.The best indicators in this research are in line with the 
credit dynamics, such as the credit-to-GDP gap and growth rates of credit (Borio, 
2012; Borio and Drehmann, 2009; Babecký et al., 2014); and property price 
dynamics, such as the growth rates and gaps regarding house prices, rents, con-
struction work index (Borio, 2012; Jordá, Schularick and Taylor, 2015; Behn et 
al., 2013). Furthermore, external debt imbalances have been examined in the lit-
erature for a long time due to the analysis of currency crises. Variables regarding 
this group of potential indicators include different transformations of a country’s 
gross and net external debt, terms of trade, current account, and net export (Giese 
et al., 2014; Laeven and Valencia, 2008; Tölö, Laakkonen and Kalatie, 2018). In 
addition, the balance sheets of credit institutions were often analysed as well, as 
they give insights into potential weaknesses of the structure of the balance sheets. 
Here, the leverage ratio and other relevant ratios regarding deposits, assets, and 
credits of banks were analyzed (see Laina, Nyholm and Sarlin, 2015; Alessandri 
et al., 2015; Drehmann and Juselius, 2014; Rychtarik, 2014). Furthermore, the 
private sector debt burden has been recognized as another important group of 
measures, which includes debt service ratios (see Lombardi, Mohatny and Shim, 
2017; Detken et al., 2014; Drehmann and Juselius, 2012; 2014). Finally, another 
group of variables that is important in evaluating their potential in signalling 
future crises is the mispricing of risks. It includes measures that relate to the credit 
institutions’ skewed views (interest rate margins), but private investors as well (in 
terms of stock market index-derived measures). Here, research finds that 

13 That is why additional analysis was done by constructing a composite indicator of cyclical risks based on 
the results from this study and it has a potential for being used in practice. Details are available upon results.
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225optimism and pessimism changes of economic agents over the financial cycle also 

affect the build-up of cyclical imbalances (see Pfeifer and Hodula, 2018; 
Drehmann et al., 2010).

5 CONCLUSION
Forecasting future financial stress is extremely relevant and topical. However, 
macroprudential policy is still relatively new compared to other economic poli-
cies, with respect to data availability and to the possibility of investigating trans-
mission mechanisms of instruments and general interactions with different poli-
cies. Thus, any step forward in these areas contributes to a better understanding of 
the matter, so policymakers can tailor better instruments to achieve important 
objectives. This paper contributes to the literature by finding indicators that help 
forecast financial stress, in terms of switching from one regime to another, along-
side utilizing techniques to reduce their number. 

Instead of defining important dates of crises or specific events happening in the 
financial system, we allow the model to optimize the selection of which data should 
belong to each of the regimes. This lets the policymaker allow the data-generating 
process “to speak” freely without imposing assumptions or restrictions on the mod-
elling process. Next, we focus on the properties of estimated regime-switching mod-
els across chosen lag lengths of indicator variables, and across risk group categories. 
This gives concise information about the quality of selected variables overall in 
terms of their forecasting capabilities. Nevertheless, the financial stress variable is 
very hard to predict, as it can react to different political, economic, and other shocks 
in the economy. That is why the approach made here was not to forecast the value 
of the stress variable itself but to try to incorporate additional information into the 
probability of (re)entering the higher stress regime. The results are in line with 
related literature, as the credit and housing price variables stood out the most here, 
as they did in previous research on related topics. But here, this confirmation is 
obtained from another approach to the problem. Although more than 900 models 
have been estimated and compared, with more than 240 variables considered in the 
analysis, one could say that the results are not so promising due to not more than 20 
variables having been found to have meaningful results. This does not have to reflect 
poor data availability or other similar reasoning. On the contrary, it could reiterate 
the problems of macroprudential policymaking and research as a still insufficiently 
analysed area of research and application. 

However, we are aware of the shortfalls of such approaches due to lack of data, 
shorter periods, bias of results, etc. The Croatian time series is short compared to 
other countries which only enabled in-sample analysis. Single-country analysis 
suffers from having only a few crisis periods in the sample, which is not some-
thing new (see Claessens, 2009). However, a starting point is needed, and macro-
prudential instruments need to be calibrated on the specific characteristics of a 
country. Moreover, a single-country analysis can be enhanced by combining both 
approaches (EWS indicators and the regime-switching of stress) has the potential 
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226 to obtain overall good forecasting results. As Kauko (2014) observes, most of 
research on EWS utilizes binary variables as the dependent ones in the analysis. 
As crises rarely occur, meaning that not many observations are included in the 
regime of crisis occurrence, the combination of financial stress data as the depend-
ent variable can be helpful. Vermeulen et al. (2015) agree on this topic. Finally, the 
EWS approach utilized often in research depends on the policymaker’s prefer-
ences regarding false alarms and missing signals. On the other hand, regime-
switching does not include such subjectivity. The heterogeneity in different coun-
tries may not capture specific variables or their transformations as relevant in the 
modelling process.

Macroprudential policymakers could use results from this study to track specific 
indicators in greater detail and try to estimate the stance concerning the instru-
ments used over the observed period and the goals set during the boom-and-bust 
phases of the financial cycle. The Croatian case showed that the policymakers had 
a good focus on specific problems that were occurring during the entire observed 
sample. Most tightening and loosening measures were tailored according to some 
of the indicators found to be the best-performing ones in this study. 

Future work should seek how to do a similar analysis such as this one on a larger 
scale, considering that all different variable categories, variable transformations, 
and lag selection make this a big data problem. This could be relevant for interna-
tional institutions or those who need to monitor more countries simultaneously. 
Other institutions focusing on one country could apply this approach regularly, 
since the problem is focused on the country the researcher or policymaker is 
familiar with the most.
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232 APPENDIX

Table a1
SIC information criterion on different specifications of ARMA(p,q) model for  
variable HIFS

AR/MA 0 1 2 3
0 -1.9645 -2.5218 -2.6794 -2.6643
1 -2.5912 -2.6729 -2.6539 -2.5977
2 -2.6839 -2.6389 -2.6038 -2.5532

Source: Author’s calculation.

Figure a1
Log likelihood statistics for regime switching models with variable indicators 
included in the equation (3)
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Note: “balance sheets”, “burden”, “credit”, “external”, “house” and “mispricing” denote the 
six categories of measures from table 1: strength of balance sheets, private sector debt burden, 
credit dynamics, external imbalances, potential overvaluation of house prices and mispricing of 
risks respectively. t_4, t_5, t_6 and t_7 denote models that include indicator variables lagged for 
4, 5, 6 and 7 quarters respectively.
Source: Author’s calculation.


