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Abstract—This paper studied the effect of 15.6 ms time
resolution where the collected timestamps are in a form of parallel
dotted lines, instead of one straight line like in classical case. The
dotted lines made the clock skew measurement of two devices to
become incorrect as the measurement which normally follow the
cluster of offsets but now follow the parallel dotted lines. Dotted
lines pattern is required in order to understand how to correct
the clock skew measurement on data containing dotted lines. To
model the dotted lines pattern is through Dotted lines Grouping
Method, a tools to find the characteristics of the dotted lines. The
dotted lines grouping method was then tested data obtained from
wired and wireless communication of two similar devices. The
dotted line grouping method results equal maximum number of
dot of 10 for both data, which indicated the robustness of the
dotted lines grouping method.

Index Terms—Clock skew, dotted lines, time resolution, times-
tamps, windows time.

I. INTRODUCTION

T IMESTAMPS or the reported time of a current event,
is the essence of time-based applications. Regarding

time synchronization, for instance, all devices must report the 
same time at the same instant, regardless of their connection 
through network [1–3]. Meanwhile, timestamps of sending
and receiving packets are collected to measure communication 
delay over network [3,4]. Another application, namely clock 
skew estimation [5,6], intends to measure the difference in 
the frequency rate between the time sources, or the clocks, of 
two devices. The fact that most digital gadgets presently come 
with a digital clock allows you to delve deeper into the subject
of time information. In the literatures, explorations of time 
information are mostly conducted in wireless sensor networks
(WSN). Its open-to-program nodes and easy-to-connect system 
with Bluetooth or Wireless Fidelity (Wi-Fi) make WSN an 
appealing subject for investigating time information, such 
as exact time-stamping algorithms [7-9], secure time syn-
chronization [9,10], or timestamps validation method [9–11].
Meanwhile, the more commercial and ubiquitous equipment,
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Fig. 1. Time diagrams of two digital clocks with different clock resolutions.

such as a Personal Computer (PC), server, or laptop, are less
likely to have their timestamps analyzed. This is because the
operating systems installed in these machines, such as Linux or
Windows, are built in with system time, where their resolution
level rigorously governs the accuracy of the reported time.

Time is a continuous function. When a computer invokes
its system time to get timestamps, it treats the continuous
time into discrete time series, where the time unit is called
as tick [12]. The magnitude of the range between ticks, or the
clock resolution, rules the accuracy of the reported time. For
example, Fig. 1 shows time diagrams of two clocks, C1 and
C2, where their resolutions are r1 and r2 respectively [13].
As r1 is higher than r2, for an equal range of time, C1 ticks
more often than C2. When C2 has ticked once, C1 could have
been for multiple times. For instance, when r1 is 1 µs and r2
is 1 ms, one tick of r2 means 1000 ticks of r1. The two black
circles in Fig. 1 illustrate two requests at the same instant to
C1 and C2. Here, while C1 reports time of ixr1, C2 gives
time of r2. By notating the time-stamping location as t, and
the elapsed time from a time reference (0 in this example) to
t as ∆t, the reported time for any clock resolution r can be
expressed by

reported time = ⌊∆t

r
⌋ ∗ r (1)

where ⌊∆t
r ⌋ only is the number of ticks that has been passed

from the reference. In practice, a time reference can be the
UNIX epoch time (January 1, 1970, 00:00:00) at Coordinated
Universal Time (UTC), or other time references set by the
operating system, like 00:00:00 UTC of the first day on the
current year, or it can also be the time when the computer
booting.

Another information in Fig. 1 is that the discretization
process leaves differences for the reported times comparing
to the real one. These time differences are caused by the
rounded down process in Expression 1. The higher the clock
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resolution r in Expression 1, the fewer the time difference
will be, resulting in a more precise reported time as well
[14]. If the requirement is only a precise time, choosing an
Operating System (OS) with a high clock resolution is the
answer. However, for a wider impact, it is known also that
high clock resolutions can harm battery life, waste power,
or even slow the computer. These facts make lower clock
resolutions also a proper option. Among available OSs for
computer, Linux is one of those embedded by a system time
with a high clock resolution of 1 µs. Windows, on the other
hand, by default has a resolution of 15.6 ms on its system
time.

One of the time-stamping methods is by employing a
measurer to collect timestamps of a sending device. Basically,
the recorded timestamps are sorted based on the order of the
receiving time, {(t1, o1), (t2, o2), . . . , (tn, on)}, where t is
the receiver time, and o is offset (receiver time - sending
device time). For further analysis, these offsets are modeled
in a scatter diagram like in Fig 2(a). Each offset in this figure
lines up into a straight line from the first offset to the last
one. The decreasing trend of the offsets meanwhile, is caused
by the clock skew of both devices [5, 6], where its value can
be estimated by using linear regression [5], minimum-offsets
approaches [17], linear programming algorithm (LPA) [5], or
the Hough transform (HT)-based method [18].
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Fig. 2. Parts of the 3000 pairs of timestamps of a Linux notebook and a
Windows PC. Offset here is Windows’ receiver time - Linux’s sender time.
(a) Classical case. (b) Dotted-lines case.

Apart from the common case in Fig. 2(a), the main point
of this paper is a case like in Fig. 2(b), where the offsets fall
into some parallel lines, instead of one straight line. As the
parallel lines are formed in a dotted style by the offsets, we
call this phenomenon as dotted lines.

The following section introduces the contribution of this
paper. Section III explains the dotted lines basic concept.
Section IV then detailed the proposed Dotted lines Grouping

Method. Next, in Section V, the evaluation results of the
proposed method on wired and wireless data are shown.
Section V also presents several discussions related to the
proposed method. The future work is then presented in Section
VI and the conclusion of this paper is given in Section VII.

II. CONTRIBUTION

The first contribution of this work is to create a method to
obtain the statistics of the dotted lines, namely Dotted lines
Grouping Method. The proposed method marks all lines in the
dotted lines including their dots member, the start and the end
dot for each lines, as well as the pattern of the number of each
dot in each line. Based on the result of the proposed method
we can then contribute a concept of the dotted lines, such
as how the dotted lines are formed, the relationships between
the slope of each line and system time resolution, and how
system time resolution produces the length of each line in
the dotted lines. In terms of potential practical applications,
this paper used clock skew measurement as the analysis’s
foundation. The effect of the dotted lines on clock skew is
next examined in comparison to typical circumstances. In the
opposite direction, how different clock skews affect the pattern
of the dotted lines is investigated. All the concepts have been
evaluated through simulations, and also experiments on wired
and wireless networks.

III. DOTTED LINES: ANALYSIS AND CHARACTERISTICS

A. The Occurrence and Characteristics of the Dotted Lines

To explain how the dotted lines arise, let use an example
as follows. There is a device D that sends its timestamps,
one per 1000 ms, to two measurers, M1 and M2, where their
clock resolutions are 1 µs, 1 µs and 15.6 ms respectively. For
the shake of simplicity, the clocks of all machines are fully
synchronized, and the delays between them are neglected. In
advance, D, M1, and M2 implemented Expression 1 when
producing their timestamps.

Table I shows the time diagrams of D, M1 and M2,
from their first 21 timestamps. For a fully-time synchronized
and neglected-delay system, all timestamps of M1 and M2
should be similar with C’s timestamps. Moreover, the clock
resolutions of M1 and M2 play their role here. While M1’s
microsecond resolution produced precise timestamps as shown
in “M1 time” column, the rounded down process of the 15.6
ms resolution at M2 let the reported timestamps contain time
differences as shown in “M2 time” column. Accordingly, the
time differences in M2’s timestamps give direct impacts to the
offsets between D and M2 (see “DM1 offset” and “DM2
offset” columns).

The pattern of the offsets on both cases can then be found
in Figs. 3(a) and 3(b). It is clear from Fig. 3(a) that D and
M1 result a horizontal pattern of offsets due to the zero
skew between them (a fully-time synchronized system). Fig.
3(b), meanwhile, shows how the offsets of D and M2 are
formed by the rounded down process at M2. Observe the first
line on Fig. 3(b) and the first ten packets in Table I for the
rationale. On each M2 timestamp, 1.6 ms, the remainder of
the rounded process of the 15.6 ms resolution, is gathered.
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TABLE I
TIME DIAGRAMS BETWEEN D, M1, AND M2

Packet
number

D
time

M1
time

DM1
offset

M2
time

DM2
offset

1 0 0 0 0 0
2 1000 1000 0 998.4 -1.6
3 2000 2000 0 1996.8 -3.2
4 3000 3000 0 2995.2 -4.8
5 4000 4000 0 3993.6 -6.4
6 5000 5000 0 4992 -8
7 6000 6000 0 5990.4 -9.6
8 7000 7000 0 6988.8 -11.2
9 8000 8000 0 7987.2 -12.8
10 9000 9000 0 8985.6 -14.4
11 10000 10000 0 9999.6 -0.4
12 11000 11000 0 10998 -2
13 12000 12000 0 11996.4 -3.6
14 13000 13000 0 12994.8 -5.2
15 14000 14000 0 13993.2 -6.8
16 15000 15000 0 14991.6 -8.4
17 16000 16000 0 15990 -10
18 17000 17000 0 16988.4 -11.6
19 18000 18000 0 17986.8 -13.2
20 19000 19000 0 18985.2 -14.8
21 20000 20000 0 19999.2 -0.8

These accumulated values form DM2’s offsets into -1.6 ms,
-3.2 ms, and so on until -14.4 ms, where these offsets fall into
one straight line as illustrated in Fig. 3(b).

As the 15.6 ms resolution fully bounds the time-stamping
process, the accumulation of the rounded down remainder is
also bounded by the value of 15.6 ms. The offsets show that
they terminate at -14.4 ms since the next value, which should
be -16 ms, has past the boundary of -15.6 ms. When the
boundary is exceeded, a new accumulation process is started,
along with the creation of a new straight line similar to the
second line in Fig. 3(b), which is formed by packets 11 to 20.
For this example, where the sending interval at D is 1000 ms,
the number of offset (dot) in a line is 10. Expression 2 then
shows how to calculate the number of dots of each line for
any sending interval int (in the unit of ms).

number of dot = ⌊ 15.6

mod(int, 15.6)
⌋+ 1 (2)

From the example above, the skew of each line is the rate of
the offsets accumulation, -1.6 ms for every 1 second, or -1.6
ms/s (-1600 ppm). On practical applications however, the line
skew is the ratio between the offsets range and the elapsed
time from the offsets of a particular line as illustrated in Fig.
3(b) and then expressed in Expression 3.

line skew =
∆o

∆t
=

offsetlast − offsetfirst
rec. timelast − rec. timefirst

(3)

To this point, the condition between M2 and D, which is
set to be fully time synchronized, has not been figured yet in
Fig. 3(b). Even if LPA is implemented, the lower bottom of
the two lines cannot be bounded as a horizontal line to indicate
a zero skew.

More offsets are clearly needed to show the time-
synchronized condition. Fig. 3(c) shows an extension of Fig.
3(b), where 117 offsets of M2 and D are involved. It can be
seen that the lower bottom of the offsets in Fig 3(c) can now
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Fig. 3. Offset-set of the case in Table I. (a) 20 offsets of D and M1. (b) 20
offsets of D and M2. (c) 117 offsets of D and M2.

be bounded by a horizontal LPA line (the dashed line) to show
a 0 ppm skew.

One fact from the above explanations is, even they need
more offsets, the dotted lines do not alter the clock skew of
the observed devices comparing to the condition when they
are in the normal case.

Another unique fact from Fig. 3(c) is that the number
of dot in each line does not always follow Expression 2.
Among several lines with ten dots, there exist lines with nine
dots only. Like the other lines, these lines are also started
when the offsets accumulation has exceeded the -15.6 ms.
However, in this case, the -15.6 ms is exceeded sooner than
usual. This anomaly happens due to the starting offset of each
line also encounters accumulation every time the -15.6 ms
is exceeded. This condition can be found in Table I, “DM2
offset” column, at the packet number 11 and 21, where the
starting offsets of the second and third lines are -0.4 ms and
-0.8 ms (accumulated by -0.4 ms). The accumulations on the
starting offset affect the ending offset as well. From -14.4
ms as the ending offset of the first line, it then becomes -
14.8 ms in the second line. The third and fourth values (they
are unwritten in Table I), should be -15.2 ms and -15.6 ms
respectively. However, as -15.6 ms has exceeded the resolution
boundary, the last offset of the fourth line is only -14 ms, or
the fourth line has one dot fewer than normal.

As there exist lines with number of dot that is fewer than
the one obtained by Expression 2, for the rest of this paper,
result of Expression 2 (and also later Expression 4) is named
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TABLE II
TIME DIAGRAMS BETWEEN D, M3, AND M4

Packet
number

D
time

M3
true time

M3
time

DM3
offset

M4
true time

M4
time

DM4
offset

1 0 0 0 0 0 0 0
2 1000 999.9 998.4 -1.6 1000.2 998.4 -1.6
3 2000 1999.8 1996.8 -3.2 2000.4 1996.8 -3.2
4 3000 2999.7 2995.2 -4.8 3000.6 2995.2 -4.8
5 4000 3999.6 3993.6 -6.4 4000.8 3993.6 -6.4
6 5000 4999.5 4992 -8 5001 4992 -8
7 6000 5999.4 5990.4 -9.6 6001.2 5990.4 -9.6
8 7000 6999.3 6988.8 -11.2 7001.4 6988.8 -11.2
9 8000 7999.2 7987.2 -12.8 8001.6 7987.2 -12.8
10 9000 8999.1 8985.6 -14.4 9001.8 9001.2 1.2
11 10000 9999 9984 -16
12 11000 10998 10998 -2

as “maximum number of dot”, instead of “number of dot”
only. The pattern of the dotted lines can then be figured as
“some lines with maximum number of dot that are somehow
intercalated by some lines with one fewer number of dot”.

B. Relations Between Dotted Lines and Clock Skew

Another case is used to explain how clock skews affect
dotted lines. D is now communicating with two other mea-
surers, M3 and M4, where both are in 15.6 ms resolution.
Meanwhile, the relative clock skew between M3 to D is -100
ppm, and M4 to D is 200 ppm. To support the explanations,
Table II provides the time diagrams.

In Table II, contents in “M3 true time” and “M4 true time”
columns are the true times of M3 and M4 before they are
time-stamped by using Expression 1. It can be seen from the
two columns that M3 has decreased times, 100 µs per second
(-100 ppm), while M4’ times are increased 200 µs per second
(200 ppm).

On the previous case, the system is fully controlled by the
rounded down process when timestamps are produced. Now,
there is a clock skew accumulation that adds/reduces the true
time before the time-stamping process. However, as clock
skew accumulates in a small magnitude, at least in hundreds of
microsecond per second [14], its accumulation does not always
affect the reported time, but when the value is large enough to
make a 15.6 ms change in the numerator of Expression 1. For
instance, in “M3 time” column, the accumulation of -100 µs/s
takes effect after 11 timestamps, where the reported time by
M3 is one tick (15.6 ms) fewer than the normal case without
skew (see “M2 time” in Table I). Meanwhile, the 200 µs/s
accumulation in M4 takes effect after 10 timestamps, where
in this case, the reported time by M4 is one tick more than
the normal case.

As offset is a function of receiver time, the one tick fewer
or one tick more than normal that occurs in the receiver
time change also the offsets accumulation boundary. From
the two examples, while the positive skew makes the value
to be exceeded in offsets accumulation is less than 15.6 ms,
the negative skew makes it larger. The direct result from the
change in the offsets accumulation boundary is the maximum
number of dot. Mathematically, the maximum number of dot
in dotted lines for any interval int, and clock skew skew (in

the unit of ms/ms), can be expressed by

number of dot = ⌊ 15.6

mod(int ∗ (1 + skew), 15.6)
⌋+ 1 (4)

Theoretically, the larger the observed skew in Expression
4 the less the maximum number of dot be, and vice versa.

C. Marking the Member of Each Line

Apart from analyzing the offsets, the number of tick of each
receiver time can also be used to show how every lines are
formed in the dotted lines. On every time-stamping event at
the receiver, the ideal number of tick, namely “base tick”, is
expressed in Expression 5

base tick(i) = i ∗ ⌊RecT (i) − RecT (i− 1)

15.6
⌋ (5)

where RecT is used to notate the receiver time, i is started
from 2, and the first receiver time, RecT (1), is zero as
exemplified in Tables I and II.

Based on this expression, the base tick of every receiver
time in Table I are: {0, 64, 128, 192, 256, 320, 384, 448, 512,
576, 640, 704, 768, 832, 896, 960, 1024, 1088, 1152, 1216,
1280}.

However, as time passes by, the remainder accumulation
of the rounded down processes alter each number of tick to
not follow the base tick rule. Below is how the remainder
accumulation when affecting the number of tick is modeled,
where the number of tick for every receiver time is called as
“real tick”.

real tick(i) = ⌊ i ∗ (RecT (i) − RecT (i− 1))

15.6
⌋ (6)

By using Expression 6, the real tick of each receiver time
in Table I can be listed as {0, 64, 128, 192, 256, 320, 384,
448, 512, 576, 641, 705, 769, 833, 897, 961, 1025, 1089, 1153,
1217, 1282}. The difference between the real tick and the base
tick, namely “diff tick”, can then be calculated as {0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2}.

Diff tick always increases by one every time a new line
is started, where, therefore, diff tick can be used to mark the
member of each line on the dotted lines. Packets with diff tick
of 0 indicate that they are the members of the first line, 1 is
the second line, and so on and so forth.

IV. DOTTED LINES GROUPING METHOD

Based on the diff tick concept, an algorithm is designed to
collect the statistics of the dotted lines. However, in practice,
the receiver times are not always in a fixed interval, due to
the possible occurrence of packet losses. When packet losses
occur before the ith received packet, the value of “RecT (i)
− RecT (i − 1)” in Expression 5 and 6 to become incorrect.
To overcome this issue, let first simplify both expressions by
combining them into Expression 7, where dtick here notates
the diff tick value.

dtick(i) = ⌊
RecT (i) − j ∗ ⌊ int

15.6⌋ ∗ 15.6
15.6

⌋ (7)

Inside the rounded down bracket, the left hand side is the
real tick part, and the right hand side is the base tick part. The
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Algorithm 1 Dotted lines grouping method
Require: RecT , PackL, SenT , int
1: DotL = null
2: PackL = null
3: j = 0
4: for i = 1; i < RecT .length; i++ do
5: if i > 1 then
6: loss = floor((SenT (i) − SenT (i− 1))/int)
7: if loss > 0 then
8: Create a new row in PackL
9: Add i to PackL(PackL.rowlength - 1)

10: Add loss to PackL(PackL.rowlength - 1)
11: j = j + loss
12: end if
13: end if
14: dtick = floor((RecT (i) − j*floor((int/15.6)*15.6))/15.6)
15: if DotL == null or DotL.rowlength ≤ dtick then
16: Create (dtick − DotL.rowlength − 1) new row in DotL
17: Add i to DotL(DotL.rowlength − 1)
18: else
19: Add i to DotL(dtick)
20: end if
21: j = j + 1
22: end for

receiver time after the occurrence of packet losses is related
only to the real tick. Therefore, to obtain a correct dtick, the
base tick part has to be adjusted to run in the same number
of packet as the real tick does. To obtain that purpose, the
base tick part uses variable j instead of i. In the case of no
packet losses occur, j is equal to i − 1, but not when packet
losses exist. To keep the distance between j and i, j must be
added by the number of the packet losses. Hence, the relation
between the base tick and the real tick is corrected.

Algorithm 1 is the practical implementation of Expression
7. RecT , int, and dtick here remain: all the recorded receiver
times, the interval between consecutive packets sent to the
receiver, and the diff tick value for each receiver time respec-
tively. The other parameters: DotL, is an array list to store
all detected lines including their member of dot; PackL, is
an array list to store the position of detected packet loss as
well as its number; SenT , is an array that is composed by all
the sender times; and loss, is a variable to save the number
of packet losses.

Before dtick can be obtained in line 14, the occurrence of
packet losses is counted first in line number 5 to 12. This
simple yet effective procedure state that packet losses exist
only when the sequence of sender times is broken, indicated by
the difference between two consecutive sender times observed
in line 6 is larger than int. The number of detected packet
losses, loss, is then added to j in line 11, to follow the rule of
Expression 7. Meanwhile, i, the offset number of the detected
packet losses and its corresponding loss, is stored in PackL.

Lines 14 to 20 are intended to input all detected lines and
their member (variable i) based on their dtick into DotL. The
row index of DotL, {0, 1,. . . , N}, are used to indicate the
dtick values. It means that the values stored in the columns
of the first row (indexed by 0), are the packets number of
the first line of the observed dotted lines. The second row is
for the second line, and so on and so forth. To input i of a
dtick resulted in line 14, the latest condition of DotL has to
be checked first (line 15). If the associated row of the current

Algorithm 2 Creating dotted lines for simulation data
Require: skew, int, N
1: for i = 0; i < N ; i++ do
2: true t = int*i
3: SenT (i) = true t
4: RecT (i) = floor((true t + (skew*int/1000))/15.6)*15.6
5: end for

dtick does not exist, new row(s) is/are created first in DotL
(line 16). Afterwards, i is put in the first column of the newly
created row (line 17). Meanwhile, when the associated row is
available, i of the current dtick is placed directly in the first
empty column of the corresponding row (line 19). This process
is repeated for all the recorded receiver times in RecT .

After the grouping method ends, some information can
be extracted from DotL. The number of row in DotL is
the number of detected lines. The maximum number of dot
(Expression 4) is found from the row with the longest column.
And also, the skew of each line can be obtained by running
Expression 3 on the values of the first and the last columns
of each row. Meanwhile, the total number of packet losses is
the sum of all field in the second row of PackL.

V. RESULT AND DISCUSSION

Dotted lines from simulations as well as from experiments
on a real environment were used for evaluations. The simula-
tion samples were created based on Algorithm 2. int, RecT ,
and SenT are the same parameters with those in Algorithm
1. skew remains also the relative skew between the sender
and receiver. The other parameters: N , is the number of
timestamps being created; and true t, is the accumulated true
time from the first timestamp to the N (th) timestamp. As
the sender is the reference (skew receiver relative to sender),
SenT is set similar for every interval to true t (line 3). On
the other hand, line 4 shows how RecT is manipulated to
form the desired dotted lines. Meanwhile, the real-environment
experiments were conducted on a wired local area network,
where a notebook using Ubuntu 14.04 OS sent its timestamps,
one per 1000 ms, to a PC with dual OSs of Windows 7 and
Ubuntu 14.04.

The first evaluation is to demonstrate the correctness of the
proposed dotted lines grouping method. The proposed method
was tested on 3000 offsets collected when the PC receiver is
set to use its Windows OS. Part of the offsets of this sample are
figured in Fig. 2(b). It has been mentioned in Section III.A that
the skew of each line is close to -1.6 ms/s. However, any wrong
detection by the proposed method, can make the detected lines
to have wrong members, which definitely can cause wrong line
skews as well. Therefore, as a proof of the robustness of the
proposed method, the skew of all detected lines must be all
as close as possible to -1.6 ms/s. Next, the second check is
related with the last member of each detected line. One of the
methods for estimating clock skew is by obtaining the slope of
offsets positioned in the lower bottom of the scatter diagram
[16,17]. Theoretically, all offsets of the last member of each
line are positioned in the lower bottom of the scatter diagram,
where the slope of a linear regression method [5] on them
all is the clock skew of the collection. However, any wrong
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offset placed as the last member by the proposed method can
create outliers on the collected last-member offsets, which can
alter the slope and then degrade the clock skew. Therefore, as
the second proof of the robustness of the proposed method,
the resulted clock skew must be as accurate as possible. A
clock skew reference is used to validate the resulted clock
skew, where it is obtained from a classical offset-set collected
when the PC receiver is set to use its Ubuntu 14.04. Part of the
classical offset-set are shown in Fig. 2(a). As both samples are
taken from the same two devices, their clock skews should be
very similar, if not the same. Therefore, the closer the clock
skews of both samples, the more robust the proposed method
is.

The second evaluation is addressed as a proof of concept
for the relations between the maximum number of dot with
the value of clock skew. The lower the skew the more the
maximum number of dot be, and in the opposite way, the
higher the skew the less the maximum number of dot be,
stated in Section III.B. To obtain a skew trend from high
to low, eight values of skew were observed: -400 ppm, -
300 ppm, -200 ppm, -100 pm, 100 ppm, 200 ppm, 300
ppm, and 400 ppm. For those eight skews, eight dotted-
lines simulation samples were created by using Algorithm
2. However, the unavailability of devices with the targeted
clock skews is a crucial problem to produce real-environment
data. As a solution, a method to imitate any clock skews
introduced in [15] can be employed. Through this method,
eight experiments were conducted, where in each experiment
the notebook imitated one of the targeted skews to become its
skew. Samples from simulations and real-network experiments
were then input into the dotted lines grouping method to count
their maximum number of dot. The trend of the maximum
number of dot of all samples should follow the concept stated
above.

A. Evaluating the Dotted Lines Grouping Method

1) Estimating Line Skew: Table III shows some results of
the dotted lines grouping method when estimating the full-
sample of Fig. 2(b). Three of the 309 detected lines, line
number 9, 71, and 226, are detailed in Table III. The skews
of these lines that are very close to -1.6 ms/s indicate that the
detected lines are correct lines that contain correct members as
well. Furthermore, the average value of -1.6581 ms/s from the
309 line skews with a fluctuation of only 0.0335 ms/s show
that all lines are detected correctly by the proposed method.

2) Estimating the Global Clock Skew: At first, the full-
sample of Fig. 2(a) was estimated by using LPA. The clock
skew of -7.51 ppm was obtained, and then it is used as the
reference for the clock skew of the dotted lines grouping
method when estimating the full-sample of Fig. 2(b).

All the 309 offsets of the last member of all lines produced
by the grouping method are depicted in Fig. 4. The skew
estimations by using linear regression on these offsets are
shown in Table IV. The skew of all the 309 offsets is -7.81
ppm, very close to the skew reference with an error of only
0.3 ppm. The shorter-time estimations were also conducted by
using only 50 offsets for each estimation. The skew fluctuation

TABLE III
RESULTS OF THE GROUPING METHOD ON THE FULL SAMPLE OF FIG. 2(B)

Number of offset 3000
Number of line 309
Sample #1 (line number 9)
Number of dot
Line skew

10 (78 to 87)
-1.6207 ms/s

Sample #2 (line number 71)
Number of dot
Line skew

9 (679 to 687)
-1.6190 ms/s

Sample #3 (line number 226)
Number of dot
Lines kew

10 (2190 to 2199)
-1.6187 ms/s

Average of all line skews -1.6581 ms/s
Max value of all line skews -1.6181 ms/s
Min value of all lines kews -1.6516 ms/s
Max - Min 0.0335 ms/s
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Fig. 4. 309 offsets of the detected lines in the full sample of Fig. 2(b).

of only 0.46 ppm as depicted in Table IV shows that the
trend of the offsets is stable. From the distribution of the
offsets meanwhile, the way they are gathered densely with
no outliers occur, can conclude that all the offsets must be
from the lower bottom of the scatter diagram. All these facts
indicate that the proposed method has grouped all the dots
into their corresponding lines correctly.

3) Evaluating the Relations Between the Maximum Number
of Dot and Clock Skew: The maximum number of dot of
the experimental and simulation samples are depicted in Table
V. From two values of interval, 500 ms and 1000 ms, both
the experiments and simulations show that clock skew can
change the maximum number of dot in dotted lines. The
500 ms interval gives maximum number of dot from 16
to 26. The 1000 ms interval meanwhile, are from 8 to 14.
The consistent results between simulations and experiments
in Table V confirmed that the larger the skew value makes the
dotted lines to have less number of dot, and vice versa.

B. Discussion

The previous experiments analyzed the concept of dotted
lines and evaluated their correctness. However, the analysis are
bounded in a neglected and stable delay, the wired network.
In practice however, the sending device and the receiver are
most likely connected in a network with higher delay jitter
such as wireless network. To complete the scope of the
dotted lines study, this section provides some discussions and
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TABLE IV
CLOCK SKEWS OF THE 309 OFFSETS IN FIG. 4

Long-term
measurement

Short-term
measurements

Offset Clock skew (ppm) Offset Clock skew (ppm)
1 to 309 -7.81 1 to 50 -7.45

51 to 100 -7.43
101 to 150 -7.89
151 to 200 -7.59
201 to 250 -7.71
251 to 309 -7.89

Average -7.66
Max - Min 0.46

TABLE V
RELATIONS BETWEEN CLOCK SKEW AND MAXIMUM NUMBER OF DOT

Clock skew
(ppm)

Maximum number of dot
Experiment Simulation

500 ms
interval

1000 ms
interval

500 ms
interval

1000 ms
interval

400 16 8 16 8
300 17 9 17 9
200 18 9 18 9
100 19 10 19 10

-7.8 (original skew) 20 10 20 10
-100 21 11 21 11
-200 23 12 23 12
-300 24 13 24 13
-400 26 14 26 14

considerations for the case when the dotted lines stand on a
wireless network.

1) The Shape of the Dotted Lines: When packets travel
with a similar delay, the arriving times are constant, where
the rounded down process of the receiver can freely form the
offsets into dotted lines as explained in Section 1. However,
when some packets travel on higher delay, they arrive longer
than normal, where their offsets are normally separated up
(outliers) from the other offsets with unpredictable distance
[14,15]. Uniquely, in dotted lines, the distance between the
outliers with the other offsets can be estimated, thanks to the
15.6 ms boundary when producing timestamps in Expression
1. For an illustration, Fig. 5 shows the first three lines of the
dotted lines in Fig. 3(c) but with some outliers exist, noted by
black circles. Let first observe Expression 1 again, where, it
can be noted that all the reported times by this expression
are in multiplies of 15.6 ms. As a result, the extra delay
experienced by a packet can give effect to the offset also in
multiplies of 15.6 ms. For example, packet number 4 can be
said to arrive at the measurer between 31.2 ms to nearly 46.8
ms longer than normal, which makes the offset to jump 2x15.6
ms up from its normal position.

As every line has one tick larger (15.6 ms) than the previous
line (explained in Section IV), when an offset jumps up due to
an extra delay, it will be positioned on another line depends on
the extra delay value. Packet number 12 for instance, it moves
from the first line to the second line, due to an extra delay of
only 15.6 ms from normal. Since the effect of higher delay
only to move offsets from one line to another line, the dotted
lines grouping method is still an adequate tool for observing
the dotted lines’ characteristics.
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Fig. 5. Dotted lines when affected by high delay.

2) Line Skew and the Maximum Number of Dot: Theo-
retically, even some offsets move from their original lines to
another lines, the line skews still remain close to -1.6 ms/s. The
rationale is, even the delay variation of each received packets
give some effect to the numerator of Expression 1 when the
receiver producing timestamps, the remainder of the rounded
down process does not change much.

The maximum number of dot meanwhile, is not likely to
be found on the line with the highest member, as now each
line can be added by some unwanted offsets from previous
lines. However, there is one value that still represents the
ideal number of dot in dotted lines, on whatsoever the lines
condition is, the average number of dot per line. The average
number of dot per line is calculated from the total number
of received offsets, the number of packet loss, and the total
number of detected lines. The relation with the maximum
number of dot can then be expressed by Expression 8 below.

max dot = ⌈received packets + packet loss

number of line
⌉ (8)

To proof these two concepts, the notebook previously con-
nected to the PC through a wired connection, was reconnected
through a wireless one. The sending interval and the number of
timestamps being sent remain 1000 ms and 3000 timestamps
respectively. Part of the offsets from this experiment are shown
in Fig. 6, where their statistics obtained by the grouping
method are written in Table VI. From the three sample lines,
number 79, 226, and 284, their number of dot are highly
difference, 13, 10, and 7, where their members are also not in
fixed orders. All these facts indicate the effect of high delay
in the experiment.

Table VI also shows that the line skews fluctuate higher
comparing with the results on the wired network. The small
difference between the fluctuations of both cases (0.00335
ms/s and 0.1393 ms/s) proofs that the line skews are more
influenced by the rounded down process than the delay effect.

Meanwhile, 13 as the highest number of dot of all lines
is definitely not the maximum number of dot of this dotted-
lines sample. From the 3000 received offsets (with no packet
loss) and the number of detected line of 317, the average
number of dot per line is 9.43, and then the maximum number
of dot is 10. Even the detected lines do not provide correct
number of dot, their statistics show that this sample should
have maximum number of dot of 10, which in fact remains
consistent with the result of the wired-connection experiment.

3) The Global Clock Skew: All offsets of the last member
of the detected 317 lines are shown in Fig. 7. The offsets do not
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Fig. 6. Part of offsets from the experiment on wireless network.

TABLE VI
RESULTS OF THE GROUPING METHOD ON THE FULL SAMPLE OF FIG. 6

Number of offset 3000
Number of line 317
Sample #1 (line number 79)
Number of dot
Line skew

13 (720, 732, 734 to 744)
-1.6614 ms/s

Sample #2 (line number 226)
Number of dot
Line skew

10 (2120, 2123 to 2131)
-1.6601 ms/s

Sample #3 (line number 284)
Number of dot
Lines kew

7 (2671 to 2674, 2677 to 2679)
-1.6617 ms/s

Average of all line skews -1.6629 ms/s
Max value of all line skews -1.5607 ms/s
Min value of all lines kews -1.7001 ms/s
Max - Min 0.1393 ms/s
Average number of dot per line 9.43
Maximum number of dot 10

line up as dense as the distribution of the previous experiment
on the wired network (See Fig. 4). It has been stated before that
some offsets can jump up from their original line to another
line. When incidentally the last member of a line to jump up,
the upper dot of this line will be detected as the last member.
As a result in the scatter diagram, the position of offsets that
are not supposed to be the last member, are separated from the
real-last member offsets. This is the reason why some outliers
occur on the collected offsets in Fig. 7, which make the offsets
are distributed with lower density comparing to those in Fig.
4.

The skew estimations of the 317 offsets in Fig. 7 are shown
in Table VII. Due to the occurrence of some outliers, it is not
surprised that the accuracy of the short-term measurements
(1.61 ppm) is lower than the accuracy on the wired network
(0.6 ppm). Meanwhile, the long-term measurement produces
clock skew of -7.91 ppm, very close to the clock skew
reference with an error of only 0.4 ppm.

VI. FUTURE WORK

As stated in the previous section that the line skews fluc-
tuation are more influenced by the rounded down process of
15.6 ms than the delay effects, we can say that the position
of outlier offsets that apart from the main group can be
modeled into 15.6 ms pattern. Therefore, there is a chance
that the outliers can be return info their original position.
To reconstruct the dotted lines full of outliers into dotted
lines without outliers will benefit info a more accurate skew
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Fig. 7. 317 offsets of the detected lines in the full sample of Fig. 6.

TABLE VII
CLOCK SKEWS OF THE 317 OFFSETS IN FIG. 7

Long-term
measurement

Short-term
measurements

Offset Clock skew (ppm) Offset Clock skew (ppm)
1 to 317 -7.91 1 to 50 -7.07

51 to 100 -8.04
101 to 150 -6.61
151 to 200 -8.22
201 to 250 -7.18
251 to 317 -7.58

Average -7.45
Max - Min 1.61

estimation. The future work is then to develop a dotted lines
reconstruction method.

VII. CONCLUSION

This paper first introduced a data when measuring times-
tamps on computer with low clock resolution of 15.6 ms,
namely dotted lines. This paper then proposed the Dotted lines
grouping method. Through this method the characteristics of
the dotted lines can be obtained as follows: 1) dotted lines are
composed by several dots that form parallel lines along the
timestamps measurement period, 2) all lines have an equal
skew with a value that is close to -1.6 ms/s, 3) dotted lines do
not change the global clock skew of two devices comparing
with when the two devices are in a normal case, and 4) the
number of dot of their lines is affected by the observed clock
skew, where, the higher the skew the less the number of dot
and vice versa. The consistency of the results of the Dotted
lines grouping method is then proven through dotted lines data
obtained from wired and wireless communication, where on
both data the proposed method show that: 1) the line skews
and the maximum number of dot are consistent, and 2) the
global skews of the samples taken from both networks are
close to a clock skew reference. To this point, the dotted lines
has been introduced and analyzed, and the supporting tool, the
dotted lines grouping method, has also been confirmed to be
robust for providing the characteristics of the dotted lines.
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