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**ABSTRACT**

The stock market forecast is an important and challenging issue. Its distribution forecast of returns can provide information that is more complete, compared to point forecast and interval forecast. As intraday high-frequency information is available, we incorporate intraday returns into the predictive modelling of daily return distribution in two ways: realized volatility and scale calibration. Three parametric models, EGARCH, EGARCH-X, and realGARCH, and two nonparametric models, NP and realNP, are used. Our improved NP model, the realNP model, is based on intraday returns calibration. The results show that intraday information improves goodness-of-fit and forecasting effect, and the realGARCH model is relatively the best. According to the realNP model results, the intraday returns can only contribute about a 30% description of the daily distribution and less than 1% information for a one-step-ahead distribution forecast. Furthermore, three combinations are considered, and the log-score and CRPS combinations are found to have direction predictability and excess profitability statistically. The non-short-selling situation consistently has more excess profits than the short-selling situation, which implies that the non-short-selling rule protects investors. This study reveals the importance of incorporating intraday information and model combinations for stock market forecast modelling.

**1. Introduction**

The stock market is an important embodiment of a country’s economic and financial activities. It plays an important role in the economic development of various countries and has an important impact on countries, enterprises, and individuals. If the stock market evolution process is modelled properly, it will better ensure efficient resource allocation. Investment institutions and investors benefit from early detection of stock market movements. However, the stock market is a typical complex system.
with great uncertainty and volatility (Hwan et al., 2011). Therefore, stock market forecast is an important and challenging issue.

Financial variables, such as stock prices, are typically available daily, and, in the past decade, the availability of intraday level (high frequency) information has increased dramatically. Therefore, research on high frequency data is extensive. High-frequency data allow the study on intraday time scales and may contain valuable information for longer time scales, which may be more meaningful to most market participants. Consequently, many studies have attempted to incorporate intraday data into the modelling and forecasting of daily and even lower frequency variables. Naturally, financial market behaviour is investigated using mixed-sampling data. For example, Gorgi et al. (2019) constructed a flexible and easy-to-implement framework to forecast low-frequency time series variables using timely information from high-frequency variables.

Regarding the application of high-frequency data, a large category involves the realized measures, including the traditional realized volatility measures and the generalized realized measures (Jiang et al., 2018; Jiang & Gu, 2019). The traditional realized volatility measures include Realized Variance (RV) (Andersen & Bollerslev, 1998), micro-noise robust Realized Kernel (Barndorff-Nielsen et al., 2008), and jump-robust Realized Bipower Variation (Barndorff-Nielsen & Shephard, 2004). Generalized realized measures include Realized Absolute Dispersion (Tsai, 2010) and realized Lower Partial Moment (Huffman & Moll, 2012), as well as realized value at risk (VaR) and realized expected shortfall (ES) (Wuertz et al., 2009). RV, introduced by Andersen and Bollerslev (1998) and formally determined by Andersen et al. (2001), is the most basic and commonly used measure. Compared with the model that only uses daily data, the use of realized volatility measurement has been found to improve the prediction of daily return volatility significantly (Wang & Huang, 2015; Lyócsa et al., 2021; Lu et al., 2021). Volatility involves only the first two moments of returns. However, many financial situations have insufficient information on the first two moments of returns. For example, in risk management, to calculate the VaR or the ES, it is necessary to understand the specific quantile of the return distribution. In addition, numerous studies have shown that higher-order moments, such as skewness and kurtosis are time varying, and are related to portfolio allocation and asset pricing (Brooks et al., 2005). Therefore, it is necessary to extend the return modelling that incorporates high-frequency information to a higher-order moment or distribution prediction level.

English documents such as Andersen et al. (2003), Clements et al. (2008), Maheu and McCurdy (2011), and Hansen et al. (2012), as well as Chinese documents such as Wang and Huang (2012a, 2015), Huang et al. (2015), Zhu and Tang (2017), and Yu and Wang (2018), extend the use of volatility measures to the quantile or distribution level. In such studies, the realized volatility is linked with the density (or quantile) of daily returns. It includes two components: First, a parametric time series modelling of volatility, which includes some realized volatility measurements, to simulate and generate a daily volatility point forecast. The second component is the assumption of the parameter distribution of daily returns, which allows the density or quantile forecast of daily returns to be generated from the point forecast of daily-realized
volatility. Commonly used models are GARCH (Wang & Huang, 2015), MIDAS (Clements et al., 2008), and HAR (Maheu & McCurdy, 2011; Zhu & Tang, 2017), among others. Owing to the excellent performance of the GARCH model in traditional volatility modelling, the combination of realized volatility and the GARCH model has become a major research focus.

Regarding the limitations of the above methods, Hallam and Olmo (2014a) proposed a density prediction method for a single fractal. Under the assumption of a single fractal, the form of the distribution scale can be estimated using a given data sample, and these estimates can be used to accurately rescale intraday returns so that they are equal under the daily return distribution; then, the density of daily returns can be directly estimated from these rescaled intraday observations. However, the empirical application of Hallam and Olmo (2014a) shows that with large assumption deviation from the single fractal distribution, the predictive ability of the single fractal method may be limited. Furthermore, Hallam and Olmo (2014b) proposed a more general and flexible multi-fractal density prediction method. This method overcomes the key theoretical limitations of the single fractal method and allows for scaling relationships between the return distributions to be more flexible under different sampling frequencies. The variation range and sign of the intraday returns can be incorporated into the estimation of the daily return density, allowing the intraday data to directly affect moments that are higher than the second moment of the daily returns. However, the implementation of this method has limitations, that is, it needs to set a specific parameter form for the daily return distribution.

This study aims to model the conditional distribution forecast of daily returns. We hope to take advantage of the GARCH model and consider the parametric method that combines intraday high-frequency information with the GARCH model. The EGARCH model proposed by Nelson (1991), which is widely used in the literature, is used as the benchmark parametric model. The GARCH-X model adds the realized volatility, as an exogenous variable, into the conditional variance equation, and the realGARCH model, which combines the realized volatility and the daily-implied volatility, is included. However, to reduce the risk of model ‘misspecification’, nonparametric models are considered. The model proposed by Harvey and Oryshchenko (2012) (short form, NP) serves as a benchmark for nonparametric models. Furthermore, we consider intraday returns calibration and integrate them into NP through a recursive mechanism. To reflect the impact of intraday high-frequency information, model comparison is adopted. Model combinations are also considered to reduce the bias of individual models. Statistical evaluation and economic evaluation are both conducted in this study.

In general, this study has three innovations. (1) Based on the scale calibration, a new model, realNP, is proposed, which can effectively quantify the influence of intraday information on daily return distribution and one-step-ahead distribution forecast. (2) The importance of intraday high-frequency information is considered from the perspective of overall distribution forecast through model comparison. The distribution forecast is more complete, with credible results. (3) Statistical evaluation results of the distribution forecast are used to construct combinations of parametric and non-parametric models, and to find valuable combined models, directional predictability and excess profitability are considered as economic evaluation.
The remainder of this paper is organized as follows. Section 2 presents the data description and information pre-processing. Section 3 introduces the models and methods. Section 4 presents the empirical results, including the full-sample parameter estimation and fitting results, statistical evaluation of the rolling-sample distribution forecast, and model combinations and economic evaluation. In Section 5, a robustness test is conducted. Finally, Section 6 presents the conclusions, some limitations, and scope for further research.

2. Data description and information pre-processing

2.1. Daily returns and intraday high frequency returns

The Shanghai Composite Index (SHCI) is often used to represent China’s stock market (Yao et al., 2021), and it was selected as the research object. Since 2010, China’s stock market has launched margin and securities lending businesses and stock index futures trading. Therefore, profits are not only made unilaterally, as per the history of China’s stock market. The evolution of return distribution after 2010 may be different from that before 2010. Therefore, this empirical study was conducted from 4 January 2010 to 29 December 2017. The return is calculated as the closing price’s logarithmic return percentage, namely,

\[ y_t = (\ln p_t - \ln p_{t-1}) \times 100, \quad t = 1, 2, ..., T, \]  

where \( p_t \) represents the closing price of SHCI on day \( t \), and \( p_0 \) corresponds to the closing price on the trading day before 4 January 2010. The sample size of the returns is \( T = 1940 \). To realize the return distribution forecast, the rolling samples are adopted. The initial fitting sample comprises data from 4 January 2010 to 31 December 2014. Therefore, the in-sample size is \( T_0 = 1208 \). The out-of-sample forecast period is from 5 January 2015 to 29 December 2017: the out-of-sample size is \( n = T - T_0 = 732 \). The robustness test uses the returns from 4 January 2010 to 30 June 2021, and \( T = 2788 \). The initial fitting sample comprises data from 4 January 2010 to 29 December 2017 (eight years), that is \( T_0 = 1940 \). 2 January 2018 to 31 June 2021 is the out-of-sample prediction interval, that is \( n = T - T_0 = 848 \). Figure 1 shows the closing price data for the Shanghai Composite Index from 4 January 2010 to 30 June 2021. The period between the solid red lines is the empirical forecast time interval. This covers three market states: ‘consolidation’, ‘bull’, and ‘bear’. The blue dotted lines are the forecast periods for the robustness test, including two market states of ‘consolidation’ and ‘bear’.

We hope to utilize the potential value of the intraday trading information fully, and carefully avoid the interference of market microstructure noise caused by overly short sampling intervals. Therefore, the sampling frequency problem is worth considering, and Hansen and Lunde (2006), Bandi and Russell (2008), and Wang and Nishiyama (2015) have discussed it. This problem has also been encountered in the studies on realized volatility, such as Andersen et al. (2001), which find that the 5-minute sampling interval is a good trade-off between the above two factors. Many documents on intraday high-frequency information, such as Maheu and McCurdy
(2011) and Hallam and Olmo (2014a, 2014b), also use 5-minute trading data. Therefore, this study selects intraday 5-minute trading data. The time span for intraday returns is similar to that for the daily return: from 4 January 2010 to 29 December 2017. There are \( N_t \) 5-minute closing prices on the \( t \)-th trading day, and similar to the daily return, the intraday return is defined by a ‘closing price-closing price’ form, that is

\[
 r_{t,i} = \left( \ln p_{t,i} - \ln p_{t,i-1} \right) \times 100, \quad t = 1, 2, \ldots, T, \quad i = 1, 2, \ldots, N_t, 
\]

where \( r_{t,i} \) and \( p_{t,i} \) represent the \( i \)-th 5-minute return and closing price, respectively, on the \( t \)-th day. In particular, the first 5-minute closing price of each day is compared with the last 5-minute closing price of the previous day, that is, \( p_{t,0} = p_{t-1,N_{t-1}} \); therefore, this intraday return is also called the overnight return. It can be seen that \( N_t \) also represents the sample size of high-frequency returns on day \( t \).

As China’s stock market trading time is 9:30-11:30 and 13:00-15:00, \( N_t = 48 \), and there are \( N = N_t \times T = 931205 \)-minute high-frequency returns. What are the characteristics of intraday high-frequency returns? Andersen and Bollerslev (1997) and Engle and Sokalska (2012) proposed that the intraday returns of regular sampling are ‘seasonal’. For a deeper understanding of intraday returns, we average the returns at the same time point, from 9:35 to 15:00, a total of 48 5-minute average returns. As shown in Figure 2, the returns are abnormal when the market opens, closes in the morning, and closes in the afternoon. Compared with the previous day’s closing, the opening of the market shows a relatively ‘pessimistic’ performance, and the return is significantly negative, while the closing of the market in the morning and afternoon shows a state of ‘excitement’, with significant positive returns; however, for other time points, most of these fluctuate around ‘zero’, with no obvious positive or negative characteristic.

### 2.2. Realized volatility

Realized volatility is the most commonly used to model intraday high-frequency returns. The simplest realized volatility measurement is proposed by Andersen and Bollerslev (1998) and is defined as
RVt = \sum_{i=1}^{N} r_{t,i}^2. \quad (3)

It uses RVt and its logarithm ln(RVt) for model construction. Figure 2 depicts the square of daily returns and the daily-realized volatility, and shows that the realized volatility describes the fluctuation characteristics of the square of return. (Figure 3)

2.3. Scale calibration of intraday high frequency returns

Intraday high frequency information modelling is used because of the conjecture that ‘daily returns and intraday high-frequency returns may have a certain relationship’. What is the relationship between daily return distribution and intraday high frequency return distribution? First, descriptive statistics is performed on daily return \{y_t\} and intraday return \{r_{t,i}\}. Based on the maximum and minimum values shown in Table 1, the two seem ‘equal’, but from the 25% and 75% quantiles, the difference between them is very big. The interquartile range of daily return (75% quantile–25% quantile) is 1.2018, while the interquartile range of 5-minute return is only 0.1507. The differences between their median and mean are also great. Further, as shown in Figure 4, the difference between the kernel densities of daily return \{y_t\} and 5-minute return \{r_{t,i}\} is obvious. The daily return is ‘shorter and fatter’, the expansion range is wider, and the maximum does not exceed 0.5, while the 5-minute returns are mostly concentrated between −1 and 1, with the maximum being close to 4. This scale difference is mentioned by Hallam and Olmo (2014a, 2014b). To establish the relationship between the daily return and the 5-minute return, the 5-minute return

Figure 2. The intraday averaged 5-minute returns.  
Source: compiled by authors with the help of R software
Table 1. Descriptive statistics of daily return and 5-minute return.

<table>
<thead>
<tr>
<th>Type</th>
<th>Minimum</th>
<th>25% quantile</th>
<th>Median</th>
<th>Mean</th>
<th>75% quantile</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily return</td>
<td>-8.8729</td>
<td>-0.5650</td>
<td>0.0595</td>
<td>0.0026</td>
<td>0.6368</td>
<td>5.6036</td>
</tr>
<tr>
<td>5-min return</td>
<td>-6.9193</td>
<td>-0.0735</td>
<td>0.0012</td>
<td>0.00001</td>
<td>0.0772</td>
<td>5.7431</td>
</tr>
</tbody>
</table>

Source: calculated by authors via R software.

Figure 3. The square of daily returns and realized volatility.
Source: compiled by authors with the help of R software

Figure 4. The kernel density of daily return and 5-minute return.
Source: compiled by authors with the help of R software
should be rescaled so both returns have the same ‘scale’. Hallam and Olmo (2014a, 2014b) proposed rescaling methods for intraday returns for single-fractal and multi-fractal scenarios; however, proving whether intraday returns follow single-fractal or multi-fractal distribution is difficult. Therefore, this paper proposes different modelling ideas based on the central limit theorem.

As our return model adopts the logarithmic ‘closing price - closing price’ model, the relationship between daily return and the intraday return is as follows:

\[ y_t = \sum_{i=1}^{N_t} r_{t,i}. \]  

(4)

From Figure 2, except for the three time-points of opening and closing in the morning, and closing in the afternoon, the intraday returns at other time-points can be regarded as having the same ‘fluctuation pattern’. Therefore, the intraday returns are assumed as independent and identically distributed (iid). According to the central limit theorem, when \( N_t \) is large enough, then

\[ y_t \sim N\left(N_t \cdot E(r_{t,i}), N_t \cdot \text{Var}(r_{t,i})\right), \]  

(5)

where \( E(r_{t,i}) \) and \( \text{Var}(r_{t,i}) \) represent the mean and variance of the intraday returns, and \( N(\cdot) \) indicates normal distribution. As such, we only need to estimate the mean and variance of intraday returns to construct the distribution of the daily returns. \( E(r_{t,i}) \) can be estimated by sample mean, and \( \text{Var}(r_{t,i}) \) can be estimated by sample variance, namely,

\[ E(r_{t,i}) \approx \mu_{t,i} = \frac{1}{N_t} \sum_{i=1}^{N_t} r_{t,i}, \]  

(6)

\[ \text{Var}(r_{t,i}) \approx s_{t,i}^2 = \frac{1}{N_t - 1} \sum_{i=1}^{N_t} (r_{t,i} - \mu_{t,i})^2. \]  

(7)

Here, \( N_t \) is expected to be larger, but a larger \( N_t \) indicates a shortened sampling interval, which will be interfered with by microstructure noise. The use of a 5-minute return means \( N_t = 48 \). \( N_t = 48 \) is considered ‘large enough’. The value of \( N_t \) and the iid assumption of the intraday returns may have some potential deviations. Therefore, the above-mentioned normal distribution pattern of daily return \( y_t \) may be regarded as ‘information’ in the model construction, rather than the whole distribution of \( y_t \).

3. Models and methods

To investigate the impact of intraday high-frequency information on the distribution of daily returns, parametric and nonparametric methods are both studied, based on model comparison. There are three parametric models. The first is the EGARCH model, which performs well, based on the literature. The second is the EGARCH-X...
model, which directly adds the realized volatility to the variance equation. The third is the realGARCH model proposed by Hansen et al. (2012) and improved by Wang and Huang (2012a). According to the literature, in the parametric models, the mean equation is modelled through ARMA processing, and the residual distribution is set as a skewed student’s t distribution (sstd) (Jiang & Gu, 2019).

The nonparametric model comprises two models: NP and realNP. The NP model, proposed by Harvey and Oryshchenko (2012), models the entire return distribution rather than the first or second-order moments. The realNP model is this study’s innovative model, which integrates intraday high frequency returns into the NP model through scale calibration.

3.1. Parametric models

3.1.1. The EGARCH model

The EGARCH model allows leverage effects, removes non-negative constraints of the parameters to be estimated, and is more flexible in estimation. Many documents have shown that it has a good fitting effect on security returns. Owing to the above advantages, increasing security empirical studies adopt it to perform modelling. The EGARCH model with sstd residuals often performs relatively better. Therefore, it is selected as the parametric benchmark model in this paper. As ARMA modelling of the conditional mean may have certain benefits, the ARMA(1,1) is used to model the conditional mean, and the overall model is expressed as follows:

\[
\begin{align*}
    y_t &= \mu + \delta y_{t-1} + \theta \varepsilon_{t-1} + \varepsilon_t, \\
    \ln h_t &= \omega + \beta \ln h_{t-1} + \alpha \frac{\varepsilon_{t-1}}{\sqrt{h_{t-1}}} + \gamma \frac{\varepsilon_{t-1}}{\sqrt{h_{t-1}}}, \\
    \varepsilon_t | F_{t-1} &\sim iid \frac{2}{(\lambda + \lambda^{-1})\sqrt{\lambda}} \left[f_v \left(\frac{\varepsilon_t}{\lambda \sqrt{h_t}}\right) \cdot I(\varepsilon_t \geq 0) + f_v \left(\frac{\varepsilon_t}{\lambda \sqrt{h_t}}\right) \cdot I(\varepsilon_t < 0)\right].
\end{align*}
\]

In the EGARCH model, \(y_t\) represents the daily return, \(h_t\) is the conditional heteroscedasticity of \(y_t\), and \(\gamma\) is the leverage effect parameter. \(F_{t-1}\) represents the information set at time t-1, \(f_v(\cdot)\) represents the density function of the student t distribution with the freedom degree \(\nu\), \(\lambda\) is the skewness coefficient, and \(I(\cdot)\) represents the indicative function.

3.1.2. The EGARCH-X model

High-frequency data has become increasingly accessible, which has led to many ‘realization’ metrics based on high-frequency data, and the realized volatility in Section 2.2 is the traditional and most commonly used one. How is the realized volatility integrated into the modelling of return distribution? As EGARCH has good performance, the lagging realized volatility is included naturally as an ‘exogenous variable’ to the conditional variance equation. The earliest research on this method was by Engle (2002), which can be attributed to the GARCH-X model category (Wang & Huang, 2012b). As the conditional variance in the EGARCH model is logarithmic, here we take the logarithm of the realized volatility and add it to the
conditional variance equation with one lagging period. The corresponding model is called the EGARCH-X model, which is specifically expressed as follows:

$$\begin{align*}
\text{yt} &= \mu + \delta \text{yt-1} + \theta \text{et-1} + \text{et}, \\
\ln \text{ht} &= \omega + \beta \ln \text{ht-1} + \gamma \frac{\text{et-1}}{\sqrt{\text{ht-1}}} + \phi \ln \text{RVt-1}, \\
\text{et} \mid \text{Ft-1} &\sim \frac{2}{(\lambda + \lambda^{-1})} \sqrt{\text{ht}} \left[ f_\nu \left( \frac{\text{et}}{\lambda \sqrt{\text{ht}}} \right) \cdot I(\text{et} \geq 0) + f_\nu \left( \frac{\text{et}}{\lambda \sqrt{\text{ht}}} \right) \cdot I(\text{et} < 0) \right],
\end{align*}$$

(9)

where \( \ln \text{RVt-1} \) represents the logarithm of realized volatility at time t-1, and other symbol definitions are the same as those in the EGARCH model.

3.1.3. The realGARCH model

Wang and Huang (2012a) pointed out that the GARCH-X model, in which the realized volatility is directly added to the variance equation, was not complete, because it cannot explain the changes in the realized volatility. To improve this point, researchers began to explore the ‘complete’ model, such as the relatively simple and straightforward Realized GARCH model (abbreviated as realGARCH) proposed by Hansen et al. (2012). In the model, a latent variable is used to realize the joint modelling of returns, volatility, and realized volatility, and the measurement equation includes the asymmetric response to shocks, that is, the leverage effect. Similar to the EGARCH and EGARCH-X models, the ARMA(1,1) processing is considered to model the conditional mean. The initial realGARCH model proposed by Hansen et al. (2012) has norm distribution residuals. Owing to the widespread ‘fat tail’ phenomenon in financial time series, Wang and Huang (2012a) extended the model to fat tail distribution. To examine the skewness of the residuals simultaneously, the residual distribution should to be std, still denoted as realGARCH, which is described as follows:

$$\begin{align*}
\text{yt} &= \mu + \delta \text{yt-1} + \theta \text{et-1} + \text{et}, \\
\ln \text{ht} &= \omega + \beta \ln \text{ht-1} + 2 \ln \text{RVt-1}, \\
\ln \text{RVt} &= \xi + \phi \ln \text{ht} + \tau(z_t) + u_t, u_t \sim N(0, \sigma_u^2), \\
\text{et} \mid \text{Ft-1} &\sim \frac{2}{(\lambda + \lambda^{-1})} \sqrt{\text{ht}} \left[ f_\nu \left( \frac{\text{et}}{\lambda \sqrt{\text{ht}}} \right) \cdot I(\text{et} \geq 0) + f_\nu \left( \frac{\text{et}}{\lambda \sqrt{\text{ht}}} \right) \cdot I(\text{et} < 0) \right],
\end{align*}$$

(10)

where \( h_t \) is called implied volatility. As \( h_t \) and \( RV_t \) are both measures of volatility, the third equation of (10), also called the measurement equation, is equivalent to taking \( RV_t \) as a measured value of \( h_t \). \( \tau(z_t) \) represents leverage function and is set to a quadratic form as follows:

$$\tau(z_t) = \eta_1 z_t + \eta_2 (z_t^2 - 1),$$

(11)

where \( \eta_1 \) is required to be negative, to capture asymmetric effects, and \( E\tau(z_t) = 0 \). The model of Eq. (10) is essentially the same as that of Wang and Huang (2012a).
3.2. Nonparametric models

3.2.1. The NP model

The basic idea of GARCH modelling entails modelling the conditional mean and conditional variance of returns separately, and then assuming the distribution of residuals to obtain the distribution forecast of returns. However, is the hypothetical form of the model too strong? Will there be a bias in the model set? A natural idea is to directly model the distribution (or density) as a whole. Nonparametric researchers have proposed a series of prediction methods that directly target density and distribution based on the kernel method. Harvey and Oryshchenko (2012) systematically proposed a kernel-density estimation method for time series. For some time series, the cumulative distribution function forecast can be expressed as follows:

\[
\hat{F}_{t+1|t}(y) = \omega \hat{F}_{t|t-1}(y) + (1 - \omega) H\left(\frac{y - y_t}{h}\right), \quad t = 1, 2, \ldots, T. \tag{12}
\]

This is the recursive mechanism of the so-called NP model, which serves as a benchmark for nonparametric models. Where \( \hat{F}(\cdot) \) represents the cumulative distribution function of the daily returns, \( H(\cdot) \) is a kernel function in the form of a cumulative distribution function, \( \omega (0 \leq \omega \leq 1) \) is a decay factor, and \( h \) is a bandwidth. \( \omega, h \) are two parameters to be estimated, which can be realized by maximizing the average predicted log-likelihood function. The average predicted log-likelihood function is

\[
\ell(\omega, h) = \frac{1}{T - m} \sum_{t=m}^{T-1} \ln \hat{f}_{t+1|t}(y_{t+1}) = \frac{1}{T - m} \sum_{t=m}^{T-1} \ln \left[ \frac{1}{h} \sum_{i=1}^{t} K\left(\frac{y_{t+1} - y_i}{h}\right) w_{t,i}(\omega) \right]. \tag{13}
\]

Where \( T \) is the total sample size and \( m \) is a preset parameter. The practical processing is to use the initial \( m \) observations to estimate \( \hat{F}_{m|m-1}(y) \), and then use Eq. (13) to estimate the later \( \hat{F}_{t|t-1}(y) \), thus the evaluation is only performed on the last \( T - m \) distribution. \( \hat{f}(\cdot) \) is the corresponding density function of the distribution function \( \hat{F}(\cdot) \), and \( K(\cdot) \) is the kernel function of the density form corresponding to \( H(\cdot) \). In this paper, the Gaussian kernel function is used to describe \( K(\cdot) \), \( m = 50 \), and the initial value of the bandwidth \( h \) is determined using a rule-of-thumb, namely,

\[
h = 1.05 \cdot S \cdot T^{-\frac{1}{2}}, \tag{14}
\]

Here \( S \) represents the standard deviation of the return time series. The exponential weighted moving average (EWMA) strategy is considered; as such, the weight function \( w_{t,i}(\omega) \) is

\[
w_{t,i}(\omega) = \frac{1 - \omega}{1 - \omega^t} \omega^{t-i}. \tag{15}
\]
3.3.2. The realNP model

Based on Section 2.3, the distribution of $y_t$ derived from the intraday information is $y_t \sim N(N_t \cdot E(r_{t,i}), N_t \cdot \text{Var}(r_{t,i}))$, the cumulative distribution is denoted as $G_t(y)$, and the probability density function is denoted as $g_t(y)$. The EWMA strategy is still used, considering that the forecast distribution and density at time $t+1$ are not only related to the daily return at time $t$ but may also be related to the intraday high-frequency return at time $t$; therefore, the distribution forecast at time $t+1$ is revised to

$$
\hat{F}_{t+1|t}(y) = \omega \hat{F}_{t|t-1}(y) + (1 - \omega) \left[ aH\left(\frac{y-y_t}{h}\right) + (1 - a)G_t(y) \right], t = 1, 2, ..., T. \tag{16}
$$

The above formula is called the realNP model. Here $1 - a$ reflects the degree of interpretation of intraday information on the distribution of daily return, and $(1 - \omega) \cdot (1 - a)$ reflects the influence of intraday information on the distribution forecast of the previous step. Therefore, the density forecast at time $t+1$ is modified to

$$
\hat{f}_{t+1|t}(y_{t+1}) = \sum_{i=1}^{t} \left[ aK_h\left(\frac{y_{t+i}-y_t}{h}\right) + (1 - a)g_i(y_{t+i}) \right] w_{t,i}(\omega), \tag{17}
$$

wherein $K_h\left(\frac{y_{t+i}-y_t}{h}\right) = \frac{1}{h}K\left(\frac{y_{t+i}-y_t}{h}\right) = \frac{1}{\sqrt{2\pi h}} \exp \left[ -\frac{(y_{t+i}-y_t)^2}{2h^2} \right]$. The average predicted log-likelihood function correspondingly becomes

$$
\ell(\omega, h) = \frac{1}{T-m} \sum_{t=m}^{T-1} \ln \hat{f}_{t+1|t}(y_{t+1})
= \frac{1}{T-m} \sum_{t=m}^{T-1} \ln \left\{ \sum_{i=1}^{t} \left[ aK_h\left(\frac{y_{t+i}-y_t}{h}\right) + (1 - a)g_i(y_{t+i}) \right] w_{t,i}(\omega) \right\}, \tag{18}
$$

wherein the calculation of $w_{t,i}(\omega)$ is consistent with the NP model.

### 4. Empirical results

This section presents the relevant empirical results from the full-sample fitting, the out-of-sample forecast of the rolling sample, the model combinations, and the economic evaluation.

#### 4.1. Parameter estimation and full-sample fitting results

First, all empirical samples from 2010 to 2017 are used for the five models. The maximum likelihood estimation is used to solve each model. Table 2 presents the relevant parameter estimates. The EGARCH-X model directly adds the realized volatility into the variance equation of EGARCH. The \( \phi \) estimate of EGARCH-X is 0.1435 and is significant at the 1% level, and the log-likelihood function value of EGARCH-X has been raised from $-2970.82$ of EGARCH to $-2953.04$, indicating that the realized
volatility does affect the change of conditional variance. The scale-calibrated daily return distribution is derived from the intraday 5-minute return, and realNP directly adds the scale-calibrated distribution into NP. The estimate of realNP is 0.6592, which means that the intraday 5-minute returns contribute \(\frac{1}{0.3408} = 0.3408\) to the daily return distribution and only contribute \(\frac{1}{0.6592} = 0.1564\) to the previous step distribution forecast. At the same time, for realNP, due to the integration of high-frequency information, the bandwidth \(h\) is significantly smaller, from 0.5002 of NP to 0.2563, and the log-likelihood function value increases from -2984.39 of NP to -2939.38. Comparisons of models EGARCH-X and EGARCH, realNP, and NP indicate that the intraday high-frequency return effectively improves the models’ fitting effect. The intraday return is part of the description of the daily return distribution and the advance distribution forecast. The realGARCH model also includes intraday volatility; however, its log-likelihood function value is significantly lower than that of other models, which may be due to differences in its modelling mechanism, compared to other models.

Leverage effects are all considered in the parametric models. From Table 2, the estimates of EGARCH and EGARCH-X are significantly positive and the \(\eta_1\) estimate of realGARCH is significantly negative at the 1% level. This proves the existence of the leverage effect and indicates that the impact effect of negative returns on the next-day volatility is greater than that of positive returns.

Further comparison of NP and realNP indicates that the intraday return influences daily return distribution; however, the degree is less than expected. Its impact on the daily return distribution only accounts for \(1 - \alpha = 34.08\%\), while the ‘single point’ realization \(y_t\) accounts for \(\alpha = 65.92\%\). The impact of intraday information on the one-step-ahead distribution forecast is only \((1 - \omega) \cdot (1 - \alpha) = (1 - 0.9751) \cdot (1 - 0.6592) = 0.85\%\). This result may be attributed to two reasons: (1) the scale of intraday high-frequency returns is not properly calibrated, and (2) the intraday

**Table 2.** Parameter estimation and fitting of full sample in the empirical period.

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>EGARCH</th>
<th>EGARCH-X</th>
<th>realGARCH</th>
<th>NP</th>
<th>realNP</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu)</td>
<td>0.0189</td>
<td>0.0176</td>
<td>0.0043</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\delta)</td>
<td>-0.8648***</td>
<td>-0.8563***</td>
<td>0.1618</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta)</td>
<td>0.8782***</td>
<td>0.8735***</td>
<td>-0.1788</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\omega)</td>
<td>0.0022</td>
<td>0.0630***</td>
<td>0.1421***</td>
<td>0.9809</td>
<td>0.9751</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>-0.0090</td>
<td>-0.0254</td>
<td>0.2950***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\beta)</td>
<td>0.9946***</td>
<td>0.8541***</td>
<td>0.6882***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.1199***</td>
<td>0.1564***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\lambda)</td>
<td>0.9454***</td>
<td>0.9473***</td>
<td>0.9372***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\nu)</td>
<td>4.5900***</td>
<td>4.6200***</td>
<td>4.4978***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\phi)</td>
<td></td>
<td></td>
<td>0.1435***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\xi)</td>
<td></td>
<td></td>
<td>-0.4571***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\phi_1)</td>
<td></td>
<td></td>
<td>0.9914***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\phi_2)</td>
<td></td>
<td></td>
<td>0.5231***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\eta_1)</td>
<td></td>
<td></td>
<td>-0.1057*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\eta_2)</td>
<td></td>
<td></td>
<td>0.9914***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(h)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogL</td>
<td>-2970.82</td>
<td>-2953.04</td>
<td>-4447.24</td>
<td>0.5002</td>
<td>0.2563</td>
</tr>
</tbody>
</table>

**Note:** (1) *** represents significant at the 1% level. (2) The same parameter of different models may have different meanings, and the specific settings should be consistent with the previous model introduction. (3) LogL represents the log-likelihood function values.

**Source:** calculated by authors via R software.
returns are highly correlated with daily returns. Therefore, based on the $\hat{f}_{t+1|t}(y_{t+1})$ expression of Eq. (18), the ‘single point’ kernel density values of the daily return at time $T$ is denoted as follows:

$$d_t = K_h \left( \frac{y_T - y_t}{h} \right), \quad t = 1, 2, ..., T - 1. \quad (19)$$

Then the intraday calibrated density values of the daily return at time $T$ is denoted as follows:

$$d_{int} = g_t(y_T) = \frac{1}{\sqrt{2\pi \text{Var}(r_{t,i})}} \exp \left[ -\frac{(y_T - \mu_{t,i})^2}{2\text{Var}(r_{t,i})} \right]. \quad (20)$$

The estimated result $h = 0.2563$ of realNP is substituted into the calculations of $d_t$ and $d_{int}$, then their Pearson correlation is calculated to obtain 0.6989, which means that the intraday return calibration effect is good, and the calibrated intraday return has a strong positive correlation with the daily return. In addition, the daily average of intraday returns is defined as $r_t = \frac{1}{N_t} \sum_{i=1}^{N_t} r_{t,i}$, and its variance is $\sigma_t^2 = \frac{1}{N_t - 1} \sum_{i=1}^{N_t} (r_{t,i} - r_t)^2$ (short form intraday variance). Thereafter, the variance of daily returns $\delta_t^2 = (y_t - \bar{y})^2$ (short form daily variance) is defined, where $\bar{y} = \frac{1}{T} \sum_{i=1}^{T} y_t$. Figure 5 shows both the intraday and daily variances and that the two variance-series fluctuate similarly. The Pearson correlation of the two variances is 0.5367. Again, it shows that our intraday data calibration effect is good. Therefore, the intraday high-frequency return has a low impact on daily return distribution mainly because most of the intraday information ($d_{int}$) has been included in the ‘single point’ realization ($d_t$) of daily return $y_t$. Thus, for the distribution forecast of $y_t$, $d_{int}$ only complements $d_t$. This indicated the rationality of realNP modelling.
4.2. Statistical evaluation of distribution forecast

Section 4.1 shows the impact of high-frequency information on the fitting of the daily return distribution in a full sample. For both parametric and nonparametric methods, integrating high-frequency information helps to improve the goodness of fit; however, the impact of high-frequency information on the out-of-sample forecast may receive more attention. The following sections present three statistical evaluation results of the daily return distribution forecast. The three evaluations are probability integral transformation (PIT) evaluation, score evaluation, and evaluation of marginal calibration and sharpness.

4.2.1. PIT evaluation

The years 2015, 2016, and 2017 are considered as the forecast interval, and the rolling window width is set as \( T_0 = 1208 \); thus, each model performs parameter estimation and one-step-ahead forecast \( n = 732 \) times. The return distribution forecast \( \hat{F}_{t+1|i}(y)_t (i = 1, 2, \ldots, 5) \) can be obtained. As the realized value of the return at time \( t+1 \) is \( y_{t+1} \), the PIT sequence at time \( t+1 \) is

\[
\text{PIT}_{t+1}^{(i)} = \hat{F}_{t+1|i}(y_{t+1}). \tag{21}
\]

If the model’s forecast result can well reflect the data generation process, the PIT sequence should be independent and iid in the uniform distribution \( U(0, 1) \), which is the probability calibration described in Gneiting et al. (2007).

There are two commonly used PIT tests: Berkowitz (2001)’s test (Berkowitz test for short) and Hong and Li (2005)’s test (HL test for short). If all models pass or fail the test, the Berkowitz test cannot be used to compare the advantages of the models. However, the HL test can be used to compare the quality of the models by the moment statistics \( M(i, j) \) and the \( W \) statistics; therefore, the HL test is adopted here. Taking the lag order as 4, Table 3 lists statistics for the HL test of the five models, and the significant values are emphasized in bold.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Model</th>
<th>( M(1, 1) )</th>
<th>( M(2, 2) )</th>
<th>( M(3, 3) )</th>
<th>( M(4, 4) )</th>
<th>( M(1, 2) )</th>
<th>( M(2, 1) )</th>
<th>( W )</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGARCH</td>
<td>(-0.89)</td>
<td>(1.06)</td>
<td>(2.12)</td>
<td>(2.66)</td>
<td>(-1.46)</td>
<td>(2.98)</td>
<td>(12.36)</td>
<td></td>
</tr>
<tr>
<td>EGARCH-X</td>
<td>(-1.32)</td>
<td>(-0.44)</td>
<td>(-0.10)</td>
<td>(-0.04)</td>
<td>(-1.57)</td>
<td>(0.88)</td>
<td>(11.81)</td>
<td></td>
</tr>
<tr>
<td>realGARCH</td>
<td>(-2.00)</td>
<td>(-1.44)</td>
<td>(-0.89)</td>
<td>(-0.62)</td>
<td>(-2.16)</td>
<td>(-0.30)</td>
<td>(5.80)</td>
<td></td>
</tr>
<tr>
<td>NP</td>
<td>(-0.24)</td>
<td>(13.58)</td>
<td>(28.61)</td>
<td>(36.48)</td>
<td>(5.87)</td>
<td>(2.57)</td>
<td>(75.90)</td>
<td></td>
</tr>
<tr>
<td>realNP</td>
<td>(1.10)</td>
<td>(21.05)</td>
<td>(41.49)</td>
<td>(52.25)</td>
<td>(9.86)</td>
<td>(4.84)</td>
<td>(70.97)</td>
<td></td>
</tr>
</tbody>
</table>

Source: calculated by authors via R software.

When the sample size is large enough, the statistics almost obey the standard normal distribution \( N(0, 1) \), and only the right-tail test is required. At the 5% significance level, the critical value of \( N(0, 1) \) is 1.65. Based on \( M(i, j) \) in Table 3, it can be concluded that the first four moments of EGARCH-X and realGARCH are correctly specified, but for the \( W \) statistic, the five models reject the null hypothesis, that is, the PIT sequence cannot be regarded as iid in \( U(0, 1) \). Comparing the \( W \) statistic, it can be concluded that the order of the model from good to bad is realGARCH >
4.2.2. Score evaluation

In many documents, the scoring rule of the logarithmic score is considered as correct and appropriate because of its many ideal attributes. The logarithmic score ranking of each model at time \( t \) is compared, and the model ranked first at time \( t \) is called the Bayesian winner. The more Bayesian winners are, the better the forecast performance of the model. In addition, the mean logarithmic score reflects the average similarity between the model forecasts and the observations. Furthermore, the Continuous Ranking Probability Score (CRPS) proposed by Gneiting et al. (2007), a scoring metric that considers sharpness, is also commonly used in the literature. Referring to Yao et al. (2020), this article adopts three scoring indicators: the number of Bayesian winners, average log score, and CRPS. Table 4 presents the relevant results. From the number and ranking of Bayesian winners, EGARCH is significantly better than other models, followed by realGARCH, EGARCH-X, realNP, and finally NP. From the average log score and CRPS, the order of the models from good to bad is realGARCH > realNP > NP > EGARCH > EGARCH-X. In general, realGARCH is the best model.

4.2.3. Marginal calibration and sharpness

Marginal calibration and sharpness are distribution forecasting evaluation tools proposed by Gneiting et al. (2007) that do not rely on nested models. Gneiting et al. (2007) noted that the model should be calibrated for distribution prediction, especially for marginal calibration (Yao et al., 2021). Figure 6 shows the five models’ marginal calibration diagrams. According to the calibration principle, the closer the calibration value is to 0, the better the calibration effect. As in Figure 6, for the two tails and the negative returns near zero, realGARCH, NP, and realNP have better calibration than EGARCH and EGARCH-X, and EGARCH is better than EGARCH-X. Within the 0% – 1% return range, NP and realNP show the worst calibration effects, and, overall, realGARCH has the best calibration effects. This may be due to the different modelling mechanisms and NP and realNP show great inconsistency with the parametric models. Parametric and nonparametric models exhibit ‘non-synchronization’ of marginal calibration. This inspired us to improve the model through a combination.

Table 4. Score and ranking of five competitive models in the empirical period.

<table>
<thead>
<tr>
<th>Model</th>
<th>Bayesian Winner</th>
<th>Winner ranking</th>
<th>Average Log-score</th>
<th>Log-score ranking</th>
<th>CRPS</th>
<th>CRPS ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGARCH</td>
<td>145</td>
<td>1</td>
<td>-1.9809</td>
<td>4</td>
<td>0.8952</td>
<td>4</td>
</tr>
<tr>
<td>EGARCH-X</td>
<td>98</td>
<td>3</td>
<td>-2.3626</td>
<td>5</td>
<td>1.0008</td>
<td>5</td>
</tr>
<tr>
<td>realGARCH</td>
<td>125</td>
<td>2</td>
<td>-1.5063</td>
<td>1</td>
<td>0.7582</td>
<td>1</td>
</tr>
<tr>
<td>NP</td>
<td>81</td>
<td>5</td>
<td>-1.8498</td>
<td>3</td>
<td>0.8697</td>
<td>3</td>
</tr>
<tr>
<td>realNP</td>
<td>91</td>
<td>4</td>
<td>-1.8205</td>
<td>2</td>
<td>0.8609</td>
<td>2</td>
</tr>
</tbody>
</table>

Source: calculated by authors via R software.
Gneiting et al. (2007) noted that the distribution prediction be sharper after model calibration. The average widths of the 50% and 90% confidence intervals were used to examine the sharpness; the smaller the interval width, the better the sharpness. Table 5 presents the results, which indicate that for both 50% and 90% intervals, realGARCH is the best, and the performance of realNP and NP is relatively good.

4.3. Model combinations and economic evaluation

As shown above, the marginal calibrations of different models are inconsistent, especially for the nonparametric models, which are different from the parametric models. Following Yao et al. (2020), this study considers three linear dynamic combination strategies: equal weight combination (EW), logarithmic score combination (SW), and CRPS combination (CW). Such combinations are all ‘single-period’ weighting, that is, the weight is calculated based on the forecast effect of one period only.

Next, an economic evaluation on the models is performed, as in Yao et al. (2020). First, based on the return distribution, this study derives two point forecasts of returns: mean and median, then compares the point forecasts with the realized values of return to calculate the direction accuracy (DA), furthermore the PT test of Pesaran and Timmermann (1992) is conducted to verify whether the returns are predictable. Second, a simple simulated trading strategy is examined based on the direction forecast under the short-selling situation, in which a virtual investor can sell short if the forecast for the next period of return is positive. In that case, the trading strategy
issues a buy signal; otherwise, it is a sell signal. Further, the ratio of the strategy mean transaction return (MTR) to the ideal MTR, that is \( \frac{\text{Rate}(1)}{\text{Rate}(2)} \), is calculated as in Yao et al. (2020), and the EP test of Anatolyev and Gerko (2005) is conducted to test excess profitability. Finally, according to the actual situation of China’s stock market, the ratio of the strategy MTR to the ideal MTR is examined under the non-short-selling situation, that is \( \frac{\text{Rate}(2)}{\text{Rate}(1)} \), as in Yao et al. (2020). Table 6 shows the DA and economic evaluation results of individual models and combined models. From Table 6, all individual models and the EW model do not have significant predictability and excess profitability, except EGARCH. However, the combined models: SW and CW, behave differently. In the median case, the CW model shows excess profitability at the 10% significance level. The SW model performs best, whether for mean forecast or median forecast, and it shows direction predictability and significant excess profitability in the short-selling situation. For non-short-selling, no suitable test for excess profitability is employed; however, \( \frac{\text{Rate}(2)}{\text{Rate}(1)} \) always holds. Therefore, we conclude that in the non-short-selling situation, the excess profitability of SW and CW should also be significant.

### 5. Robustness test

The robustness test was performed from 4 January 2010 to 30 June 2021. The out-of-sample prediction interval was from 2 January 2018 to 30 June 2021. The robustness test includes the models’ parameter estimations—especially the parameter estimation of the realNP model—the statistical distribution forecasting evaluation of the five individual models, and the model combination and economic evaluation.

The parameters of the five individual models were estimated using data from 4 January 2010 to 30 June 2021, and the results are shown in Table 7. A comparison between Table 2 and Table 7 shows a small difference between the two. Except for \( \delta \) and \( \theta \) of realGARCH, other parameter estimates have the same signs. Regarding significance, \( \delta \) and \( \theta \) of realGARCH changed from insignificant in Table 2 to significant in Table 7. The significance of \( \gamma \) of EGARCH-X changed from 1% significance in Table 2 to 5% significance in Table 7. Furthermore, we can draw several conclusions similar to the empirical period, such as EGARCH-X with intraday information fits better than EGARCH; realNP with intraday information fits better than NP; and

### Table 6. Empirical direction accuracy and excess profitability of forecasts (unit: %).

<table>
<thead>
<tr>
<th>Model</th>
<th>DA</th>
<th>( \text{Rate}^{(1)} )</th>
<th>( \text{Rate}^{(2)} )</th>
<th>DA</th>
<th>( \text{Rate}^{(1)} )</th>
<th>( \text{Rate}^{(2)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGARCH</td>
<td>49.32</td>
<td>4.60</td>
<td>4.88</td>
<td>52.05</td>
<td>5.64**</td>
<td>5.92</td>
</tr>
<tr>
<td>EGARCH-X</td>
<td>49.04</td>
<td>-1.70</td>
<td>-1.56</td>
<td>51.64</td>
<td>2.18</td>
<td>2.46</td>
</tr>
<tr>
<td>realGARCH</td>
<td>48.63</td>
<td>-1.76</td>
<td>-1.46</td>
<td>51.78</td>
<td>0.99</td>
<td>1.28</td>
</tr>
<tr>
<td>NP</td>
<td>56.56</td>
<td>0.29</td>
<td>0.58</td>
<td>56.56</td>
<td>0.29</td>
<td>0.58</td>
</tr>
<tr>
<td>realNP</td>
<td>56.56</td>
<td>0.29</td>
<td>0.58</td>
<td>56.56</td>
<td>0.29</td>
<td>0.58</td>
</tr>
<tr>
<td>EW</td>
<td>54.92</td>
<td>-1.40</td>
<td>-1.11</td>
<td>56.14</td>
<td>1.20</td>
<td>1.49</td>
</tr>
<tr>
<td>SW</td>
<td>59.42***</td>
<td>19.91***</td>
<td>20.14</td>
<td>56.97*</td>
<td>6.64***</td>
<td>6.92</td>
</tr>
<tr>
<td>CW</td>
<td>58.20***</td>
<td>7.71***</td>
<td>7.98</td>
<td>56.42</td>
<td>2.03*</td>
<td>2.32</td>
</tr>
</tbody>
</table>

Notes: (1) *, **, and *** represent significant results at the 10%, 5%, and 1% confidence levels respectively. (2) The ideal MTR in the short-selling case is 103.34%, and the ideal MTR in the non-short-selling case is 51.82%.

Source: calculated by authors via R software.
intraday information improves the goodness-of-fit. In realNP, intraday information explains \( 1 - \alpha = 34.94\% \) of the current day’s return and contributes \((1 - \omega) \cdot (1 - \alpha) = (1 - 0.9766) \cdot (1 - 0.6506) = 0.82\% \) to the one-step-ahead return distribution, which is also consistent with the conclusion of the empirical period.

Considering the generality of the score evaluation and its relation with the model combination, the robustness test of the statistical forecast evaluation is only conducted from the score evaluation. Table 8 shows the score evaluation results of the daily return distribution forecast from 2018 to 2021. Comparing Table 4 and Table 8, for the Bayesian winner, the nonparametric models perform worse than the parametric models during the empirical period; however, in the robustness test period, the nonparametric models are significantly better than the parametric models. Regarding average log score and CRPS, the nonparametric models are, overall, inferior to the parametric models during the robustness test period, which differs from the results in the empirical period. The above-mentioned ‘non robustness’ confirms the necessity of joint modelling of parametric and nonparametric models. However, some commonalities also exist. Overall, it realGARCH is considered as relatively optimal. Regardless of the kind of evaluation, realNP is always better than NP.

Similar to Section 4.3, the model combination and economic evaluation are investigated in the robustness test period, and the relevant results are shown in Table 9.
From Table 9, all individual models and combined models have no significant direction predictability, but the DA of combined models is generally better than that of individual models, which is consistent with the results during the empirical period reflected in Table 6. During the robustness test period, SW, the best-performing combination during the empirical period, exhibits excess profitability only in the mean case, at the 10% level, but it is not as good as EW. Further, CW exhibits significant excess profitability, both in the mean and median cases. In addition, the excess profit in the non-short-selling situation all exceeds the short-selling situation, which is consistent with the conclusion in the empirical period, meaning the non-short-selling rule may have a protective effect on investors.

### 6. Conclusions

The daily return distribution forecast with intraday trading information is examined, using the Shanghai Composite Index in China’s stock market as the research object. The intraday information is reflected by the 5-minute closing price and is integrated into the daily return model using two methods: realized volatility and intraday scale calibrated return. From both parametric and nonparametric perspectives, the quantitative impact of intraday high-frequency information on daily returns is studied through model comparison.

The full sample fitting results show that, (1) the intraday high-frequency information improves the goodness-of-fit. (2) A comparison of the NP and realNP models shows that the intraday return can only contribute about a 30% description of the daily distribution, and it can only provide less than 1% of the information for the one-step-ahead distribution forecast. This is attributed to the scale calibrated intraday return that is closely related to the daily return and it reflects that our scale calibration of intraday returns is good.

The statistical evaluation of out-of-sample forecasting shows that, (1) high-frequency information helps to improve the forecasting effect. (2) Under different evaluation criteria, the model ranking is different. Overall, the realGARCH model is relatively the best. The inconsistency in the performance of parametric and nonparametric models implies the necessity for combinatorial modelling.
The implementation of three model combination strategies: EW, SW, and CW, as well as economic evaluation reveal that individual models often do not have significant predictability and excess profitability; however, the combined models behave differently, that is, the three combinations sometimes demonstrate directional predictability and excess profitability. SW and CW perform best in the empirical and robustness test periods, respectively. The excess profit in the non-short-selling situation is always more than that in a short-selling situation, which implies that the non-short-selling rule has a protective effect on investors.

This study only researches China’s stock market; however, it can provide references to the forecast modelling of the stock market in other countries, mainly in the scale calibration, model comparison, and model combination methods. This study still has some shortcomings, for instance, (1) there are many ways to measure realized volatility, but this study only uses the most traditional one, and does not make other attempts and comparisons, such as the generalized realized measures proposed by Jiang et al. (2018) and Jiang and Gu (2019). (2) The difference in the processing mechanism the deduced intraday scale calibration effect cannot be compared with that of Hallam and Olmo (2014a, 2014b). (3) The modelling of realNP lacks rigorous mathematical proof, and (4) no suitable method is selected to conduct a statistical test on the excess profitability of the non-short-selling situation.
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