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Abstract: The characteristics of high dimension, complexity and multi granularity of financial time series make it difficult to deal with effectively. In order to solve the problem that the commonly used dimensionality reduction methods cannot reduce the dimensionality of time series with different granularity at the same time, in this paper, a method for dimensionality reduction of time series based on trend division is proposed. This method extracts the extreme value points of time series, identifies the important points in time series quickly and accurately, and compresses them. Experimental results show that, compared with the discrete Fourier transform and wavelet transform, the proposed method can effectively process data of different granularity and different trends on the basis of fully preserving the original information of time series. Moreover, the time complexity is low, the operation is easy, and the proposed method can provide decision support for high-frequency stock trading at the actual level.
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1 INTRODUCTION

Before the actual data mining operation, we need to solve a basic problem: data representation and preprocessing. Because time series is usually a very long series, the representation of data is particularly important for time series, and it is extremely difficult to directly operate a continuous, high-dimensional data space [1-4]. For example, when hyperspectral data is measured in the field of remote sensing, problems such as high data redundancy and dimensional disaster will occur, resulting in large amount of calculation and poor classification effect in remote sensing data processing [5-7].

Therefore, it is necessary to reduce the dimension of the time series, to represent it in a continuous or discrete form, and then to study the new data [8]. Data dimension reduction is not only the main means to study the characteristics of time series, but also the most common way to characterize time series data. Generally speaking, how to achieve the balance between reducing and preserving the important trend features contained in the original sequence is very important for the dimensional reduction of time series [9].

Financial time series data present the characteristics of massive and high-dimensional, and its highly nonlinear, non-stationary, volatile and noisy data bring great troubles to the prediction of financial time series. Meanwhile, multi-time granularity and multi-data mode make the study of financial time series data more complex and diversified. Currently, commonly used dimensionality reduction techniques include principal component analysis and singular value decomposition, discrete Fourier transform, wavelet transform, PAA, sax, etc. [10]. However, these are all for a single time scale [11], and time series data of different granularity cannot be processed at the same time, resulting in overfitting. Therefore, in order to master the change trend and important features of time series, it is a very effective dimensionality reduction method to represent the series by important points in the series [12].

In order to solve the problem that the commonly used dimensionality reduction methods cannot reduce the dimensionality of time series with different granularity at the same time, in this paper, a method for dimensionality reduction of time series based on trend division is proposed. This method extracts the extreme value points of time series, identifies the important points in time series quickly and accurately, and compresses them. Experimental results show that, compared with the discrete Fourier transform and wavelet transform, the proposed method can effectively process data of different granularity and different trends on the basis of fully preserving the original information of time series. Moreover, the time complexity is low, the operation is easy, and the proposed method can provide decision support for high-frequency stock trading at the actual level.

2 RELATED WORK

2.1 Dimension Reduction

The main purpose of dimension reduction is to reduce the dimension of space, project an n-dimensional time series into a k-dimensional space, so that the process distance should be kept as much as possible, and use an index technology to realize retrieval in a new space [13]. When searching, the query s is mapped to a new space, a time series is represented as a k-dimensional point, and the nearest neighbor to s is found in the new space k \( k \ll n \).

Let \( f \) denote the dimensionality reduction technique and the best \( f \) transformation requirement. Otherwise, the following two situations will occur: \( D(F(X), F(Y)) = D(X, Y) \).

When false dismissals occur, that is, some originally similar sequences are not retrieved at all; \( D(F(X), F(Y)) > D(X, Y) \).

When false alarms occur, that is, the retrieved similar sequences are not necessarily similar. \( D(F(X), F(Y)) < D(X, Y) \).

Therefore, in order to ensure the correctness of the final results, we must ensure that there is no omission. If yes, there must be, which ensures that the sequence retrieved in the new space contains all the correct results, and there will be no false positives, but there may be false positives, which can be eliminated by further post-processing [14]. The commonly used dimension reduction techniques are: discrete Fourier transform, wavelet transform, PAA, sax, etc. \( D(X, Y) < e \cdot D(F(X), F(Y)) < e \).

2.2 Discrete Fourier Transform

For a sequence of \( n \) points, its discrete Fourier transform (DFT) is: \( X = x_1, x_2, \ldots, x_n \),

\[
X_f = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_i e^{-j2\pi f i/n} \quad (f = 1, 2, \ldots, n; j^2 = -1).
\]
The time complexity of DFT is [15]. Fourier transform is a pure frequency domain analysis method, which reflects the overall frequency characteristics of the whole signal at all times, and cannot provide the frequency characteristics at local time [16]. Fourier transform transforms the signal from time domain to frequency domain, but it cannot combine the two organically. This is because the Fourier transform is an integral in the whole time domain, and the time domain waveform of the signal does not contain any frequency domain information, so it has no function of localizing and analyzing the signal. In other words, it is impossible to know when a certain frequency is generated. Windowed Fourier transform multiplies a time window function and the function to be analyzed, and then carries out Fourier transform. The result can describe the information in a local time period, but for a time-varying unstable signal, it is difficult to find a suitable time window for different time periods. $O(n \log n)$.

### 2.3 Discrete Wavelet Transform

Wavelet analysis method is developed on the basis of Fourier method [17]. It reflects the difference of signal in time domain and frequency domain at the same time. It has good localization properties in both time domain and frequency domain, and can decompose all kinds of mixed signals with different frequency composition intertwined into block signals in different frequency bands [18]. It has the characteristics of multi-scale and time shift invariance. Wavelet transform is a non-stationary signal analysis method. It represents or approximates a function through the translation and expansion of a basic wavelet function that satisfies the conditions: $\int_\mathbb{R} \psi(x) dx = 0 \quad \psi(x) = 0$.

Discrete wavelet transform (DWT) divides the time series into scale part and detail part. The scale part is obtained by convolution low-pass filter of the sequence to be analyzed, which reflects the general trend and direction of the original sequence. The detail part is obtained by convolution high pass filter of the signal to be analyzed, indicating the difference in detail of the signal [19]. Further implement DWT on the scale part to get more detailed scale part and detail part. This process can continue all the time, so wavelet transform has the characteristics of multi-scale decomposition. DWT is applied to a sequence with length $n$ to obtain two scale sequences and detail sequences with length $n/2$. In this way, the length of the scale sequence is reduced to 1/2 of the original signal length every time DWT is performed. If we carry out the wavelet transform with scale 3, the length of the scale sequence will be 1/8 of the length of the original sequence. The higher the number of scales, the shorter the length of the scale sequence, and the fuzzier the signal. The scale sequence tracks the trend of the original sequence well, so the scale sequence can be used to represent the original sequence, achieving a substantial reduction in the amount of data, while the amount of information is lost relatively less.

### 3 METHODOLOGY

#### 3.1 Method Introduction

After studying various dimensionality reduction methods and observing the characteristics of financial time series, this paper proposes a new dimensionality reduction method: trend division. The main idea is: a trend must have extreme points [20], a local maximum extreme point and two local minimum extreme points before and after constituting an upward or downward trend. Therefore, in the process of trend recognition, it is particularly important to find the extreme points in the time series.

In this paper, we use Python to write programs to find the extreme points of time series, and then identify the rising and falling trends in time series. In order to verify the feasibility of the above algorithm, we randomly select a group of time series data to extract the extreme points.

Taking the time series of $[0, 6, 25, 23, 2, 20, 15, -8, 15, 3, 1, 8, 0, 4, -15, -3, 5, 4, 8, 2, 13, 8, 10, 3, -1, 20, 7, 3, 0]$ as an example, using the method proposed in this paper, the step size is 1, and the extreme points are identified. The visualization results are shown in the following Fig. 1:

![Figure 1 Schematic diagram of extreme point identification](image)

#### 3.2 Trend Division under Different Granularity

This paper selects the closing price data of the 5-minute, 10-minute, 15-minute, 60-minute and daily of 399006.sz gem index from August 21, 2019 to August 19, 2022. Taking the above data as experimental data, extreme points were extracted, and the results are as follows:

<table>
<thead>
<tr>
<th>Table 1 Basic data</th>
<th>Data description</th>
<th>Number of data</th>
<th>Number of extreme points</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 minutes</td>
<td>34944</td>
<td>16911</td>
<td></td>
</tr>
<tr>
<td>15 minutes</td>
<td>11648</td>
<td>5707</td>
<td></td>
</tr>
<tr>
<td>30 minutes</td>
<td>5816</td>
<td>2798</td>
<td></td>
</tr>
<tr>
<td>60 minutes</td>
<td>2912</td>
<td>1405</td>
<td></td>
</tr>
<tr>
<td>Daily data</td>
<td>728</td>
<td>381</td>
<td></td>
</tr>
</tbody>
</table>

Support vector machine is used to predict the data set with mixed time granularity, and the results are as follows:

<table>
<thead>
<tr>
<th>Table 2 Basic data</th>
<th>Data set</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remove steps 1, 2, 3</td>
<td>83.50%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3 Confusion model</th>
<th>Predict</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector machines with mixed time granularity</td>
<td>0</td>
</tr>
<tr>
<td>True</td>
<td>2144</td>
</tr>
<tr>
<td>1</td>
<td>1130</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Remove the support vector machines with steps 1, 2 and 3</th>
<th>Predict</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>3827</td>
</tr>
<tr>
<td>1</td>
<td>729</td>
</tr>
</tbody>
</table>

### 4 EXPERIMENTAL COMPARISONS OF THREE DIMENSIONALITY REDUCTION METHODS

This paper selects 34944 pieces of closing price data of the 15 minutes of 399006.sz gem index from August 21,
2019 to August 19, 2022 as experimental data. Three dimensionality reduction methods are used to reduce the dimension of data and check the effect.

4.1 Discrete Fourier Transform

The Fourier transform takes a function and creates a series of sine waves. Combining these sine waves will keep approaching the original function [8]. It can be seen from the above results that the more components of the discrete Fourier transform are used, the closer the approximation function is to the actual stock price (100 component transforms are almost the same as the original sequence). Therefore, we know that Fourier transform can be used to extract long-term and short-term trends.

![Figure 2 Fitting diagram with Fourier component of 3](image)

![Figure 3 Fitting diagram with Fourier component of 6](image)

![Figure 4 Fitting diagram with Fourier component of 9](image)

![Figure 5 Fitting diagram with Fourier component of 50](image)

Table 4 Fitting evaluation index results when the Fourier component is 100

<table>
<thead>
<tr>
<th>Evaluating indicator</th>
<th>MSE</th>
<th>RMSE</th>
<th>Mae:</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerical value</td>
<td>1397.7261</td>
<td>37.3861</td>
<td>24.4260</td>
<td>0.0095</td>
</tr>
</tbody>
</table>

When the component transformation with small proportion such as 3, 6 and 9 is adopted, the long-term transformation trend of time series can be well seen, but the judgment of local trend is also lost. When 50100 and other large component transformations are used, the fitting of the data is better by naked eye observation, and the fitting effect is judged by the evaluation index, with large error. According to the analysis, because Fourier transform changes the representation of time series, the final fitting does not use the original data, that is, it ignores the important points in the original data.

4.2 Discrete Wavelet Transform

Daubechies2 and daubechies8 wavelets were selected for filtering and dimensionality reduction during the experiment. The results are as follows:

![Figure 6 Fitting diagram with Fourier component of 100](image)

![Figure 7 Fitting diagram of different Fourier components](image)

![Figure 8 Fitting diagram of daubechies2 wavelet transform](image)

Compared with Fourier transform, wavelet transform has better fitting effect on local trend, and daubechies8 wavelet is obviously better than daubechies2 wavelet. Haar wavelet is also used in the experiment, but the algorithm of Haar wavelet cannot recognize some data in the data set, and there is a calculation interruption in the middle, so this method also has disadvantages.
4.3 Micro Trend Identification

(1) Extract extreme points
In order to measure the dimensionality reduction of the original data, the data compression ratio is selected as the evaluation index, and the calculation method is as follows:

\[ CR(\%) = \frac{W}{m} \times 100 \]

where, it represents the amount of data in the original time series and the number of key points after compression. Obviously, the smaller the compression rate, the greater the degree of dimensionality reduction for the data.

The local extreme points of 34944 data were identified, and the step of extreme point identification was set to 1. After reduction, 16911 extreme points, 8455 maximum points and 8456 minimum points can be obtained, and the compression ratio is 48%. The results are as follows:

Because the 15-minute \( s \) are too dense, the extreme points of 728 daily \( s \) from August 21, 2019 to August 19, 2022 are extracted to observe the effect.

(2) Verify the prediction effect
In the following experiments, we establish time series decision tables based on different indicators, and use support vector machines to verify the effect of dimensionality reduction. Then, the extreme points with step size of 1, 1 and 2, and 1, 2 and 3 are removed, and the data are fitted and predicted. The results are as follows.

The last 20 pieces of data are enlarged and visualized. The left figure shows the original data. It can be seen that there are many fluctuation points in the original time series, and these fluctuation points can be combined to reduce the amount of data required. The right figure shows the dimension reduction data after micro trend recognition. It can be seen that the new sequence can well represent the important extreme points of the original sequence, and greatly reduce the amount of data required, which is conducive to improving the calculation speed and accuracy. In addition, it is worth emphasizing that in this step, the reduction is based on finer granularity, and the purpose is to identify those key points. If the granularity is scaled to a coarser level and then reduced, those important extreme points may be lost. As shown in the above figure, extreme points usually do not last long. If you scale to a coarser granularity, you need to average some data near the extreme points, which may cause important extreme point information to be submerged.

(2) Verify the prediction effect
In the following experiments, we establish time series decision tables based on different indicators, and use support vector machines to verify the effect of dimensionality reduction. Then, the extreme points with step size of 1, 1 and 2, and 1, 2 and 3 are removed, and the data are fitted and predicted. The results are as follows.

The last 20 pieces of data are enlarged and visualized. The left figure shows the original data. It can be seen that there are many fluctuation points in the original time series, and these fluctuation points can be combined to reduce the amount of data required. The right figure shows the dimension reduction data after micro trend recognition. It can be seen that the new sequence can well represent the important extreme points of the original sequence, and greatly reduce the amount of data required, which is conducive to improving the calculation speed and accuracy. In addition, it is worth emphasizing that in this step, the reduction is based on finer granularity, and the purpose is to identify those key points. If the granularity is scaled to a coarser level and then reduced, those important extreme points may be lost. As shown in the above figure, extreme points usually do not last long. If you scale to a coarser granularity, you need to average some data near the extreme points, which may cause important extreme point information to be submerged.
When the step size is removed as 1, the reason for the reduction of accuracy is that some effective points may be misjudged. Therefore, the method of identifying extreme points needs to be improved in the future.

4.3 Time Complexity Comparison

The time complexity of the algorithm is a function, which qualitatively describes the running time of the algorithm. From the perspective of time complexity, the lower the time complexity is, the faster the calculation speed is.

The time complexity of DFT is. The difference between wavelet transform and Fourier transform is that the transformed time series are still in the same time domain, with time domain localization, and the time complexity of the coefficient generation algorithm is \(O(n)\), which is more effective than DFT. Therefore, the computing speed is slow, and it is unable to quickly process a large number of financial time series with different granularity. \(O(n \log n)\).

The time complexity of the time series dimensionality reduction method based on trend division is 1. It only needs to run the time series from beginning to end without any transformation. It directly compares the values to get the local trend, which greatly improves the running speed, and can process the time series with different granularity at the same time. Therefore, from the perspective of algorithm, the method proposed in this paper is faster.

5 SUMMARY

In this paper, the traditional dimensionality reduction methods (Discrete Fourier transform and wavelet transform) and the proposed dimensionality reduction method based on extreme point recognition are compared experimentally. It is considered that the method proposed in this paper is better in identifying local trends and extreme points of time series. The specific conclusions are as follows:

1. It can extract extreme points with different granularity and different trends.
   Fourier transform and wavelet transform change the representation of the original data and compress and filter the data, so they can only process the data with a unified time width. The dimensionality reduction method proposed in this paper is to extract the important extreme points in the original data that are effective for subsequent work, and then compress the time series. Therefore, it can process data with different granularity and different trends at the same time, which greatly shortens the time of dimension reduction.

2. Able to handle large amounts of data.
   Traditional dimensionality reduction methods have high requirements for computers and cannot process a large number of data. Fourier transform is difficult to deal with sequences of different lengths and does not support weighted distance measurement. Wavelet transform also does not support weighted distance measurement. The method proposed in this paper can process a large number of data with different granularity and different trends in a short time.

(3) More targeted data processing.
   Fourier transform and wavelet transform can only transform the data to form and extract the trend of data transformation, but cannot make accurate judgment for the data at a certain time point. The dimension reduction method based on extreme point identification proposed in this paper is to reduce the dimension of local minima, which retains the original data useful for subsequent work.

(4) The time complexity is low and the model is simple.
   The time complexity of Fourier transform and wavelet transform are \(o(n)\) and \(O(n)\), respectively. It is unable to rapidly process a large number of financial time series with different granularity at the same time. From the perspective of the model, the complexity is high. The time complexity of the dimensionality reduction method proposed in this paper is 1, which can greatly improve the calculation speed, and the model is simple and convenient for practical operation. \(O(n \log n)\).
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Table 7 Accuracy

<table>
<thead>
<tr>
<th>Data set 15-minute dataset</th>
<th>Remove the accuracy of step size 1</th>
<th>Remove the accuracy of steps 1 and 2</th>
<th>Remove the accuracy of steps 1, 2 and 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>79.07%</td>
<td>76.48%</td>
<td>89.25%</td>
</tr>
</tbody>
</table>
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