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Abstract: Accurate food demand forecasting is one of the critical aspects of successfully managing restaurants, cafeterias, canteens, and refectories. This paper aims to 
develop demand forecasting models for a university refectory. Our study focused on the development of Machine Learning-based forecasting models which take into account 
the calendar effect and meal ingredients to predict the heavy demand for food within a limited timeframe (e.g., lunch) and without pre-booking. We have developed eighteen 
prediction models gathered under five main techniques. Three Artificial Neural Network models (i.e., Feed Forward, Function Fitting, and Cascade Forward), four Gauss 
Process Regression models (i.e., Rational Quadratic, Squared Exponential, Matern 5/2, and Exponential), six Support Vector Regression models (i.e., Linear, Quadratic, 
Cubic, Fine Gaussian, Medium Gaussian, and Coarse Gaussian), three Regression Tree models (i.e., Fine, Medium, and Coarse), two Ensemble Decision Tree (EDT) 
models (i.e., Boosted and Bagged) and one Linear Regression model were applied. When evaluated in terms of method diversity, prediction performance, and application 
area, to the best of our knowledge, this study offers a different contribution from previous studies. The EDT Boosted model obtained the best prediction performance (i.e., 
Mean Squared Error = 0,51, Mean Absolute Erro = 0,50, and R = 0,96). 
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1 INTRODUCTION 
 

Accurate demand forecasting plays a fundamental role 
in facilitating strategic organizational planning and 
decision-making processes. Given their crucial 
significance as a key determinant of business decisions, the 
accuracy and reliability of forecasts hold paramount 
importance. To estimate future demand, demand 
forecasting necessitates the utilization of historical demand 
data as well as appropriate forecasting methods. The initial 
phase involves the collection of relevant data about various 
influencing factors, while subsequent modeling and 
forecasting procedures require the implementation of 
suitable forecasting methods and models [1].  

Demand forecasting plays a crucial role in providing 
essential insights for numerous industries [2-4]. Food 
demand forecasting is one of the critical issues for both 
businesses and sustainable development [5]. The food 
sector, driven by the imperative to address nutritional 
needs, encompasses a wide range of production activities. 
Food service providers such as catering companies, 
restaurants, cafeterias, food courts, and refectories at 
schools and workplaces generate substantial demand 
within the food industry. However, within the European 
Union, a staggering 88 million metric tons (Mt.) of food is 
wasted annually, amounting to 15 - 16% of the European 
Union's food value chain. More than The United Nations 
Environment Program reports that Turkey, in particular, 
discards over 7,7 Mt of food each year, positioning it as 
one of the foremost global contributors to food waste [6]. 
The incidence of food waste is not confined to specific 
geographic regions but is closely intertwined with a 
country's level of development [7]. Food waste gives rise 
to economic, environmental, and social challenges in 
numerous countries, underscoring the imperative of 
implementing strategies to curtail its occurrence [8]. The 
United Nations has incorporated Target 12,3 within its 
Agenda for Sustainable Development, which aims to 
achieve a 50% reduction in food waste by the year 2030. 
Likewise, the European Commission has made a 
commitment to combat food waste and has integrated 

Target 12.3 into its European Circular Economic Action 
Plan [9, 10]. 

Accurately estimating product and service volumes is 
the most efficient method for preventing food waste. 
Demand forecasting encompasses two primary 
approaches: qualitative and quantitative. The qualitative 
approach relies on the examination of past performance, 
expert opinions, and judgments, whereas the quantitative 
approach leverages historical data to project future 
outcomes using mathematical models [11]. Predictive 
Machine Learning Algorithms (MLAs) serve as invaluable 
tools in the demand prediction process. These methods 
autonomously analyze data relationships and trends, 
enabling future predictions based on present observations 
[12]. Unlike the particularities of individual sales 
managers, MLA methods exhibit adaptability, positioning 
them more effective in responding to fluctuations in data. 

The goal of this study is to develop prediction models 
for food demand based on MLAs, such as Artificial Neural 
Network (ANN), Gaussian Process Regression (GPR), 
Support Vector Regression (SVR), Regression Tree, and 
Ensemble Decision Tree (EDT). Specifically, three ANN 
models, namely Feed Forward Neural Network (FFNN), 
Function Fitting Neural Network (FITNET), and Cascade 
Forward Neural Network (CFNN), were employed. 
Additionally, four GPR models (Rational Quadratic (RQ), 
Squared Exponential (SE), Matern 5/2, and Exponential), 
six SVR models (Linear, Quadratic, Cubic, Fine Gaussian, 
Medium Gaussian, and Coarse Gaussian), three Regression 
Tree models (Fine Tree, Medium Tree, and Coarse Tree), 
two EDT models (Boosted and Bagged), and one Linear 
Regression (LinR) model were designed and implemented. 
These models were trained and evaluated using a dataset 
obtained from a university refectory. 

The results were compared using Mean Absolute Error 
(MAE), Mean Square Error (MSE), and Multiple 
Correlation Coefficient (R), commonly used metrics for 
prediction problems. 

The contributions of this paper can be summarized as 
follows:  
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- The main purpose of the study is to provide a decision 
support tool to refectory managers and nutritionists to 
predict future menu demands. In this way, users will be 
able to create daily, weekly or monthly plans. 

- Analyzing and forecasting the sales demand can 
improve short to medium-term production planning and 
decrease food waste. Our study presented more 
comprehensive research and better results than previous 
studies by analyzing the papers published in the last few 
years. 

- Although food demand forecasting is a widely 
studied subject in the literature when the studies are 
evaluated in terms of method variety, forecast 
performance, and application area, as far as we know, such 
a study has not been proposed before. 

- It is a difficult task to predict a large amount of food 
demand in a limited time without reservation, and in this 
study, MLA-based forecasting models that work with high 
accuracy are proposed, taking into account the calendar 
effect as well as the food ingredients. 

Parameter selection and cross-validation in MLAs are 
essential in developing a generalized model and avoiding 
the memorization problem. The MLA models used in 
previous studies suffered from an overfitting problem, and 
therefore, different parametric versions of the MLAs were 
also included in our study. 
 
2 RELATED WORK 
 

The estimation of demand and potential food waste can 
aid food service providers in determining the appropriate 
quantity of ingredients and preparing an adequate number 
of meals. Excessive production, on one hand, can result in 
the unnecessary disposal of food and wastage of financial 
resources. Conversely, inadequate production may lead to 
shortages that adversely impact customer satisfaction and 
the overall experience of food service users [13]. A 
common approach to addressing these issues in food 
services is the implementation of demand planning 
strategies that rely on order reservations. Utilizing booking 
systems for pre-ordering and reserving meals is an 
effective method for demand planning in food services, as 
it can effectively mitigate overproduction and minimize 
food waste [14]. However, it is not customary to make 
lunch reservations in university refectories. Consequently, 
previous studies have mostly focused on the development 
of demand prediction models based on retrospective data, 
employing statistical and MLA techniques and tools. 

According to Tsoumakas [15], MLAs possess superior 
computational capabilities and an enhanced capacity to 
handle additional variables, rendering them more effective 
and adaptable when compared to conventional statistical 
techniques for forecasting food sales. Bozkır and Sezer 
[16] developed a web-based tool called "ADEM" for menu 
forecasting using data mining techniques. ADEM serves as 
a decision support system, aiding cafeteria managers and 
nutritionists in predicting future menu demands and 
generating plans accordingly. The tool underwent testing 
with a dataset from Hacettepe University refectory 
spanning 44 months. The Decision Tree (DT) method was 
utilized during model creation, resulting in DT models 
achieving a Variance Accounted For (VAF) level of 
80.78%. Xinliang and Dandan [17] introduced a prediction 

model for Jiao Tong University's restaurant sales, 
incorporating the Baidu index and meteorological factors. 
The model utilized a Back Propagation (BP) neural 
network for analysis and was compared with the time series 
estimation method to evaluate its performance. Kılıç et al. 
[18] conducted a study to predict the daily food 
consumption at a university's refectory. They utilized 
ANN, Support Vector Machines (SVM), and Logistic 
Regression (LR) algorithms in the WEKA tool, evaluating 
their performance based on Root Mean Square Error 
(RMSE). The research demonstrated that MLAs can 
effectively predict meal consumption, and the study also 
presented the performance of these methods for campuses 
with different profiles and scales. Pereira [19] proposed a 
study exploring the application of advanced data mining 
techniques, including Random Forest (RF), ANN, and 
SVM, to develop a system for predicting daily food 
consumption in a canteen. The study focused on estimating 
the number of meals needed for each meal type. The results 
showed that RF models performed well in predicting meat 
consumption, while SVR models were successful in 
predicting fish and vegetarian consumption. Yang and 
Sutrisno [20] conducted demand forecasting research for a 
franchise bakery in China that sells bread with a one-day 
storage period. The study involved collecting and 
analyzing data from over 10 million point-of-sale 
transactions. The findings revealed that both regression 
analysis and ANN techniques demonstrated that the 
number of sales in the initial hours could be utilized to 
predict the sales for the remaining hours of the day. Hast 
[21] evaluated multiple MLAs for estimating in-flight meal 
demand. Feature significance analysis was conducted on 
the dataset, and LR, SVR, XGBoost, and a Multi-Layer 
Perceptron (MLP) were selected as MLAs. MAE was used 
as the error metric, and the SVR model showed poorer 
performance in model fitting and prediction time compared 
to the other three models. Faezirad et al. [13] proposed an 
MLA-based model that incorporates students' reservations 
and show/no-show rates to reduce food waste at 
universities offering food subsidies. Cost analysis 
demonstrated that the model can reduce food waste volume 
by up to 79% and effectively control penalty and waste 
costs.  Posch et al. [22] proposed a forecasting approach 
using two Bayesian generalized additive models: Negative 
Binomial and Normal. The models incorporate               
point-of-sales data from a staff canteen. The Negative 
Binomial model, which accounts for multi-seasonal effects 
and trend changes, outperformed other methods, achieving 
the best performance with MAE of 0,73. The approach was 
evaluated against well-established estimation methods 
using two datasets from a restaurant and a staff canteen. 
Woltmann et al. [23] proposed a forecast model based on 
MLAs that utilized a collection of derived features to 
predict the quantities and absolute counts of dish portions 
per day in a campus canteen. The researchers approached 
the problem by employing ANN, SVR, Gradient Boosting 
Regressor (GBR) with DT. The GBR model gave the best 
result with 20,2% Symmetric Mean Absolute Percentage 
Error (SMAPE). 

Tab. 1 chronologically lists the previous studies given 
above. It becomes evident that there is a lack of 
comprehensive demand forecasting studies using MLAs 
for businesses focusing on high-volume food sales during 
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specific meal periods, particularly lunch, becomes 
apparent. Such businesses include canteens, cafeterias, 
food courts, and school/workplace refectories. 
Nonetheless, it is noteworthy that the application of MLA-
based models in those studies has also been restricted and 
limited in scope. 
 

Table 1 Related studies on demand forecasting for food production titles  

Reference Methods 
The Best 

Performance 

Bozkır and Sezer [16] DT VAF = 80,78% 
Xinliang and Dandan [17] Time series, BP MAPE = 11,68% 

Kılıç et al. [18] ANN, SVR, LR RMSE = 11,96 
Pereira [19] RF, SVM, ANN R-squared = 0,82 

Yang and Sutrisno [20] 
Regression 

Analysis, ANN 
MAE = 3,5 

Hast [21] 
LR, SVR, 

XGBoost, MLP 
MAE = 0,024 

Faezirad et al. [13] ANN R = 0,75 

Posch et al. [22] 
Negative Binomial, 

Normal 
MAE = 0,73 

Woltmann et al. [23] ANN, SVR, GBR SMAPE = 20,2% 

 
3 MATERIALS AND METHODS 
 

This section presents the comprehensive exposition of 
the datasets and MLAs employed in the study. 
 
3.1 The Dataset 
 

The dataset used in the study consists of one-year daily 
menus and corresponding sales numbers obtained from the 
refectories of Mersin University. The dataset, including 
2241 sales records collected via turnstile machines at the 
refectory, was employed for both the training and testing 
phases. Tab. 2 presents the variables and their respective 
attributes within the dataset. Before processing the data, 
textual values were transformed into numeric values. 
Additionally, a grouping procedure was executed to 
consolidate similar data, thereby enhancing the network's 
learning capability. Tab. 3 shows an illustrative example of 
the dataset after the conversion to numeric values. The 
dataset covers diverse features such as weekdays, main 
courses, side dishes, soups, and the number of individuals, 
among others. By training these features with various 
combinations and methods, the objective is to achieve the 
most accurate estimation of the number of individuals who 
will dine on a given day. 
 
3.2 Methods 
 

The following subsections provide a concise overview 
of the MLAs employed in the study. 
 
3.2.1 ANN Models 
 

Our study employed three ANN models, specifically 
FFNN, FITNET, and CFNN. The hyperparameters utilized 
in the study were selected empirically to identify the most 
effective predictive model. Tab. 4 shows an overview of 
the parameter details of the ANN models used. The process 
of adjusting the weights and biases within the network to 
optimize the fitting of input samples and their 
corresponding outputs is referred to as ANN training. This 
training is essential when the underlying relationship 

between inputs and outputs is not readily apparent. 
Through training, the network learns to recognize specific 
inputs and generate accurate outputs. The primary 
objective of the network training algorithm is to establish a 
mapping between input-output samples, facilitating the 
formation of a functional relationship [24].  

FFNNs are widely recognized as the most prevalent 
neural network models, offering the capability to establish 
input-output relationships by adjusting connection weights 
within the network. Each neuron in the network receives 
signals from all nodes in the preceding layer and transmits 
the modified signal to nodes in the subsequent layer. An 
illustrative instance of a neuron can be observed in Fig. 1, 
wherein the inputs (x1 – xn), their associated weights (w1 – 
wn), a bias (b), and the application of the activation function 
f to the weighted summation of the inputs are 
demonstrated. The FFNN's knowledge is encapsulated in 
the weights of the integration function, initially assigned as 
random values drawn from a normal distribution. The 
initial state of the network involves processing input 
vectors through integration and activation functions within 
internal neurons, subsequently producing an output signal 
to the final layer. Given the random selection of weights, 
the output of the FFNN model initially falls short when 
compared to observed values. To address this, a learning 
sample is utilized, and the weights are iteratively adjusted 
with the objective of minimizing the error function. 
Various supervised learning algorithms have been 
developed to facilitate the weight adjustment process, 
although the backpropagation approach is the predominant 
method employed in most FFNN applications. This 
iterative approach involves propagating the error backward 
through the network, enabling efficient weight updates and 
overall improvement in the FFNN's predictive capabilities 
[25, 26]. 
 

 
Figure 1 The schematic diagram of a neuron [25] 

 
FITNET, a variant of FFNN, is specifically designed 

for the purpose of fitting input-output relationships. An 
FFNN with a hidden layer containing an adequate number 
of neurons can be employed to accurately model any finite 
input-output mapping problem. In FITNET, the default 
choice for the transfer function in the hidden layer is the 
tan-sigmoid function, while the output layer utilizes the 
pure linear transfer function [27]. 

The Cascade Feedforward Neural Network (CFNN) 
architecture consists of an input layer, one or more hidden 
layers, and an output layer. Within CFNN, each successive 
layer possesses weight and bias values. These weights are 
transmitted from the preceding layers to the subsequent 
layers until they reach the final layer, which is the output 
layer. Notably, unlike the FFNN, CFNN incorporates 
weight connections originating from the input layer and 
extending through the subsequent layers. This 
characteristic facilitates an enhanced speed of learning 
within the CFNN, emerging as a prominent distinction 
between CFNN and FFNN [28].



Mehmet ACI, Derya YERGÖK: Demand Forecasting for Food Production Using Machine Learning Algorithms: A Case Study of University Refectory 

1686                                                                                                                                                                                                    Technical Gazette 30, 6(2023), 1683-1691 

Table 2 The dataset attributes 
Variable Type Usage Description Value 

Days of the Week (A) Continuous Input The name of the day ranging from Monday to Friday From 1 to 5 
Is Holiday? (B) Boolean Input Is the day on the weekend/holiday or weekday? 0 or 1 

Is Ramadan? (C) Boolean Input Is the day on Ramadan day or not? 0 or 1 
Is Exam Day? (D) Boolean Input Is the day an exam day or not? 0 or 1 
Is Salary Day? (E) Boolean Input Is the day the salary day or not? 0 or 1 

Calorie (F) Continuous Input Total calorie amount of the menu 
From 1 to 3 for the values between 800 

and 1400 
Soup (G) Continuous Input Five types of soup (tomato, lentil etc.) From 1 to 5 

Main Course (H) Continuous Input Beef, chicken, fish, vegetables, or legumes From 1 to 5 
Side Dish (I) Continuous Input Five types of side dish (rice, pasta etc.) From 1 to 5 

Extra Dish (J) Continuous Input 
Five types of extras (i.e. Yoghurt, fruit, salad, dessert or 

drink) 
From 1 to 5 

Number of Sales (K) Continuous Output The number of sales in a lunch session. 
To be predicted from 1 to 10 for the 

values between 0 and 10 000 

 
Table 3 An example of a dataset converted to numeric values (column names are specified in Tab. 2) 

A B C D E F G H I J K 
2 1 0 0 0 3 3 1 1 1 1 
3 0 0 1 0 3 4 2 1 2 3 
4 0 0 1 0 1 5 1 2 3 4 
5 0 0 0 0 2 3 1 1 1 4 
1 0 0 0 0 2 3 1 1 2 7 
2 0 0 0 0 3 1 2 1 1 8 
3 0 0 0 0 2 1 1 2 1 9 

 
Table 4 ANN model's hyper-parameters 

Model Name Input Layer Hidden Layer(s) Output Layer Training Function Transfer (Activation) Function  

FFNN 

# of layers: 1 
# of neurons: 10 

# of layers: 1 
# of neurons: 5 

# of layers: 1 
# of neurons: 1 

Bayesian 
Regularization 

Hyperbolic Tangent Sigmoid  
 
Log-Sigmoid 

FITNET 
# of layers: 2 
# of neurons: 20 / 20 

CFNN 
# of layers: 3 
# of neurons: 15 / 15 / 15 

 
3.2.2 GPR Models 
 

Kernel-based and non-parametric GPR is a 
probabilistic approach that extends multivariate normal 
distributions to an infinite-dimensional space. Gaussian 
processes are utilized in statistical modeling, regression for 
multiple target values, and mapping analysis in higher 
dimensions [29]. 

A Gaussian Process (GP) is a collection of random 
variables in which any finite subset of variables follows a 
multivariate Gaussian distribution. Let  X Y  denote the 

input and output domains, from which n independent and 
identically distributed pairs (xi, yi) are drawn. In the context 
of regression, assuming y R , a GP over X is 

characterized by a mean function : X R   and a 

covariance function k : X X R  . The key assumption 
in GP regression is that the variable y is described by 

 y f x   , where  20, N   represents the 

distributional properties of y given the corresponding input 
x. The symbol "~" denotes statistical sampling. In GP 
regression, for each input x, there exists a corresponding 
random variable f(x) that represents the value of the 
stochastic function f at that specific location. This study 
assumes that the observational error   follows a normal 

distribution, is independently and identically distributed, 

has a mean of   0zero x  , a variance of 2 , and f(x) 

is drawn from the Gaussian process over X defined by the 
covariance function k. In other words, the relationship can 

be expressed as    2
1, ..., 0,  + nY y y N K I  , where 

 , ij i jK k x x , and I denote the identity matrix. 

There are four models available, each using a different 
kernel: RQ, SE, Matern 5/2, and Exponential. The RQ 
kernel is particularly useful for capturing data that exhibits 
changes at multiple scales. The SE kernel represents a 
function space version of a radial basis function regression 
model, where the inner products of fundamental functions 
are replaced with kernels. This approach ensures that large 
datasets processed in higher dimensions do not result in 
significant errors and enables effective handling of 
discontinuities. The Matern 5/2 kernel creates Fourier 
transforms of the Radial Basis Function kernel by 
incorporating spectral densities of the stationary kernel. On 
the other hand, the Exponential GPR differs from the SE 
GPR in that it does not square the Euclidean distance. 
Instead, slower kernels are used to replace the inner 
products of basic functions. The Exponential GPR 
performs better in handling discontinued functions, 
exhibiting fewer errors compared to the SE GPR [29, 30]. 
 
3.2.3 SVR Models 
 

SVR aims to find a function that best fits the data by 
constructing a hyperplane in a higher-dimensional feature 
space. The SVR involves minimizing the empirical risk 
while simultaneously controlling the complexity of the 
model [31]. 

Given a training dataset consisting of input-output 

pairs       1 1 2 2, , , , ..., , n nx y x y x y , where xi represents 

the d-dimensional input vector and yi corresponds to the 
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target output value, SVR aims to identify the function f(x) 
that best approximates y. The SVR optimization problem 
can be mathematically formulated as follows: minimize 

 21
2

*
i iw C     subject to   *

i iiy f x      

and   i iif yx     and , 0*
i i   . In this 

formulation: w represents the weight vector that defines the 
hyperplane. C is a regularization parameter controlling the 
balance between the model's complexity and the deviation 

from the training data. i   and *
i  are slack variables 

denoting the margin violations. ε  denotes the              
epsilon-insensitive tube, which defines the allowable 
margin of error in the regression task. 

The objective of the optimization problem is to 
minimize the norm of the weight vector w , which 

corresponds to the complexity of the model, while also 
minimizing the sum of the slack variables subject to the 
constraints that ensure the deviations from the training data 
do not exceed ε. 

Once the optimization problem is solved, the function 
f(x) can be obtained by evaluating the input vector x with 
the weight vector w and applying a suitable kernel function. 
The effectiveness of SVR lies in the flexibility of kernel 
functions, which enable a wide range of solution space 
searches. However, selecting an appropriate kernel 
function is a challenge in SVR algorithms. Typically, 
Gaussian kernels tend to yield improved outcomes [32]. In 
our study, six different core SVR models were employed, 
including linear, quadratic, cubic, fine Gaussian, medium 
Gaussian, and coarse Gaussian. 
 
3.2.4 Regression Tree Models 
 

A regression tree is an iterative method that constructs 
trees for predicting categorical predictor variables 
(classification) or continuous dependent variables 
(regression). It recursively partitions subsets of the dataset 
by splitting them using all available predictor variables, 
creating two child nodes at each step. The objective is to 
generate subsets of the dataset that are as internally 
consistent as possible in relation to the target variable [33]. 

For a given set of input variables  1 2, , ..., pX x x x , 

where p is the number of input variables, and the 
corresponding target variable y, the regression tree aims to 
learn a mapping from X to y. 

The regression tree algorithm recursively partitions the 
input space into regions, represented by the internal nodes 
of the tree, based on the values of the input variables. Each 
internal node tests a specific condition on a particular input 
variable to determine the splitting criterion. The splitting 
criterion can be expressed as: ix t  (for binary split) or 

ix R  (for multi-way split) where xi is the value of the 

selected input variable, t is the threshold value, and R 
represents a specific range or region. The leaves of the tree 
represent the final output values or predictions. For a 
regression tree, the predicted value at each leaf node is 
typically the mean or median value of the target variable 
within that leaf node [34]. 

In our study, three types of Regression Trees: Fine 
Tree, Medium Tree, and Coarse Tree were utilized. The 

Fine Tree model offers a high level of interpretability and 
flexibility. It consists of numerous small leaves, enabling a 
highly flexible response function, with a minimum leaf size 
of 4. The Medium Tree model is also easy to interpret, with 
a moderate level of flexibility. It includes medium-sized 
leaves, resulting in a less flexible response function, and a 
minimum leaf size of 12. On the other hand, the Coarse 
Tree model maintains interpretability but has low 
flexibility. It comprises several large leaves, leading to a 
rough response function, and a minimum leaf size of 36. 
 
3.2.5 EDT Models 
 

EDT Bagged and EDT Boosted are recommended 
methods for improving the prediction capacity of decision 
trees. These techniques aim to enhance the predictive 
power of decision trees through the use of ensemble 
methods [35]. EDT Bagged is a combination model that 
merges the bagging algorithm with decision trees.  

Let's assume  1 2, , ..., nx x x x  represents a vector of 

input variables (where n is the total number of input 
variables). The averaging of predictions, achieved through 
the bootstrap aggregation utilized in EDT Bagged, can be 
defined as follows [35, 36]:  
 

   1

1 N *
bag ii

f x f x
N 

                                                      (1) 

 
Eq. (1) represents a specific expression or formula, 

where N represents the number of diverse training datasets 

created through bootstrapping. The predictors  *
if x  are 

defined within this context. 
EDT Boosted is a regression model that follows an 

additive approach, where individual terms are represented 
by simple trees and fitted through forward, stage wise 
estimation. It is widely recognized as an ensemble method 
that combines regression trees and boosting techniques 
[37]. 

Let's consider  1 2, , ..., nx x x x  as a vector of 

predictors (with n being the number of predictors) and 𝑦 as 
the response variable. The training process of the EDT 
Boosted algorithm is defined by the following function: 
 

     , k k kk k
f x f x t x y                                        (2) 

 
In Eq. (2), αk denotes the weights assigned to the nodes 

of each tree, yk represents the split variables, and (x, yk) 
represents individual DTs. 
 
3.2.6 The LinR Model 
 

LinR is a statistical method used to predict the outcome 
of a dependent variable based on a set of explanatory 
variables. The primary objective of LinR is to analyze and 
model the linear relationship between the independent 
variables (x) and the dependent variable (y). The equation 
of a linear regression line takes the form Y = a + bX, where 
X represents the explanatory variable and Y represents the 
dependent variable. The slope of the line is denoted by b, 
while a represents the intercept, indicating the value of Y 
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when X equals zero [38]. LinR was used in this study to 
prove statistical significance. The model was trained and 
tested using the Scikit-Learn library in the Python 
environment. 
 
3.3 Performance Metrics 
 

After training and testing all datasets, a performance 
evaluation was conducted to determine the best MLA 
model. Various commonly used statistical approaches were 
employed for this purpose, including the following: 
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where n is the number of data used for testing, Pi is the 
predicted value, Oi is the observed value and Om is the 
average of the observed values. 

 

 
Figure 2 Block diagram of the MLA-based prediction models 

 
MSE (Eq. (3)) is a metric that measures the average of 

squared differences between estimated and actual values. 
It quantifies the overall difference between the predicted 
and true values. MAE (Eq. (4)) calculates the average 
absolute difference between actual and predicted values. It 
is a robust metric that can handle outliers effectively, 
making it suitable for evaluating regression models. The 
correlation coefficient, denoted as R-value (Eq. (5)), is 
directly associated with the coefficient of determination,    
R-squared, in a clear manner. R-squared is a statistical 
measure that indicates the proportion of variance in the 
dependent variable explained by the independent 
variable(s) in a regression model. It measures the goodness 
of fit and represents the model's performance. Higher 
values of R-value indicate a better fit and performance, 
ranging from 0 to 1 [39]. These metrics serve as common 
benchmarks for evaluating the prediction performance of 
MLA models. They enable comparison with previous 

studies and provide a significant statistical magnitude for 
assessing the performance of developed models. 
 
4 RESULTS AND DISCUSSIONS 
 

Fig. 2 shows block diagram of the MLA-based demand 
prediction models. The MLA models employed in the 
study underwent training and evaluation using a 10 - fold 
cross-validation technique, with 90% of the data allocated 
for training and 10% for testing. This process was 
implemented using MATLAB's Statistics and Machine 
Learning Toolbox, a widely used software tool in the field 
of data analysis [40]. In 10 - fold cross-validation, the 
original dataset is randomly partitioned into ten equal-sized 
sub-samples. From these sub-samples, one is selected as 
the test data while the remaining nine are designated as 
training data. This process is repeated ten times, with each 
iteration selecting a different sub-sample as the test data. 
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The purpose is to assess the model's performance by using 
each sub-sample as validation data once [41]. 

The dataset was pre-processed using well-known 
techniques such as data cleaning, filling the missing values, 
removing noise data, and normalization before applying 
MLA-based prediction models. The performance results of 
the models are presented in Fig. 3. 

When we analyzed the results, it was noted that the 
EDT Boosted model gave the best prediction performance 
(i.e., MSE = 0,51, MAE = 0,50, R = 0,96). The Fine 
Gaussian (i.e., MSE = 0,71, MAE = 0,56, R = 0,94) can be 
considered as the second-best and EDT Bagged (i.e.,      
MSE = 1,01, MAE = 0,76, R = 0,92) and Fine Tree (i.e., 
MSE = 1,07, MAE = 0,73, R = 0,92) both can be considered 
as the third-best models. The results they yielded are very 
close to each other. 

We can rank other models according to the prediction 
successes; FFNN (i.e., MSE = 1,49, MAE = 1,07, R = 0,90), 
CFNN (i.e., MSE = 1,71, MAE = 0,96, R = 0,90), 
Exponential (i.e., MSE = 1,26, MAE = 0,88, R = 0,90), 
Medium Tree (i.e., MSE = 1,22, MAE = 0,82, R = 0,90), 
FITNET (i.e., MSE = 1,65, MAE = 0,96, R = 0,89), Cubic 
(i.e., MSE = 1,60, MAE = 0,88, R = 0,87), Medium 
Gaussian (i.e., MSE = 1,06, MAE = 0,94, R = 0,87), Coarse 
Tree (i.e., MSE = 1,68, MAE = 0,93, R = 0,87), RQ (i.e., 
MSE = 1,87, MAE = 1,07, R = 0,85), SE (i.e., MSE = 1,87, 
MAE = 1,07, R = 0,85), Matern 5/2 (i.e., MSE = 1,85,    
MAE = 1,07, R = 0,85), Quadratic (i.e., MSE = 1,81,       
MAE = 1,03, R = 0,85), Linear (i.e., MSE = 2,27,              
MAE = 1,18, R = 0,81), Coarse Gaussian (i.e., MSE = 2,22, 
MAE = 1,17, R = 0,81), Linear Regression (i.e.,                
MSE = 6,20, MAE = 4,88, R = 0,45). 

 

 
Figure 3 The performance results of the prediction models 

 
4.1 Comparisons with Previous Studies 
 

Although there are many studies on food demand 
forecasting, the research conducted for dining areas, 
including refectories and cafeterias, within establishments 
facing considerable food demand within short time 
periods, such as during lunch breaks and without 
reservation, is very limited. 

Bozkır and Sezer [16] used VAF as a performance 
metric in their study. VAF is a metric employed to assess 
the efficacy of a regression model by quantifying the extent 
to which the variance in the predicted values contributes to 
explaining the total variance in the actual values. Since it 
is a metric in the same category as R-squared and R-value, 
it can be said that the estimation performance of this study 
remained at 80,78%. The error rates observed in the studies 
conducted by Xinliang and Dandan [17], Kılıç et al. [18], 
Yang and Sutrisno [20], and  Woltmann et al. [23] are 
notably elevated compared to the model errors observed in 
our study. Although Hast [21] study shows an 

exceptionally low MAE value, it is important to note that a 
significant proportion of the estimated flight meal requests 
in this study are made through pre-booking. This particular 
factor directly affects the prediction accuracy of the model. 
While Hast's study has a remarkably low MAE, we find that 
the majority of the estimated flight meal requests in this 
study are pre-booked. This is a factor that directly affects 
the prediction accuracy of the model. None of the training 
data in our study includes pre-booking. 

In relation to prediction performance and model 
design, the studies of Faezirad et al. [13] and Posch et al. 
[22] closely resemble this study. A comparative evaluation 
can be made between Faezirad et al. [13]'s study in terms 
of the R-value, Posch et al. [22] study in terms of MAE, and 
the best performance results of our study. Fig. 4 clearly 
illustrates that the proposed study outperformed the 
existing literature in terms of both metrics. Moreover, our 
study encompasses a more comprehensive approach, 
incorporating model diversity and employing MLAs with 
different architectures (ANN, trees, etc.). 
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The linear regression model, which is the only 
statistical method among the models, gave the lowest 
performance results, as expected. These results prove the 
superiority of MLA-based algorithms over traditional 
statistics-based algorithms. The primary finding of this 
study lies in the validation of the efficacy of DT-based 
models for regression problems. Despite SVR and       
ANN-based algorithms being commonly employed in 
regression problems within the existing literature, they 
failed to surpass the performance of DT-based algorithms 
in this study. 
 

 
Figure 4 Comparison with the previous studies 

 
5 CONCLUSIONS 
 

In this study, MLA-based models that estimate the 
daily demand for mass food places using university 
refectory data are presented. The main purpose of the study 
is to compare the methods not used in the literature and to 
reach the best result by using the real data of the university 
refectory and more than one MLA. In the study, it was tried 
to obtain meaningful data by applying feature extraction 
and feature selection processes to the menu taken from the 
university refectory. Multiple measures and metrics were 
applied to the models to assess their applicability and 
performance. In this context, five types of prediction 
models (i.e., ANN, GPR, SVR, Regression Tree, and EDT) 
with different hyper-parameters have been analyzed. The 
conclusion follows that all four evaluated prediction 
models except EDT performed with results close to each 
other in terms of prediction accuracy and with no 
significant difference against each other except the Fine 
Gaussian model. However, the EDT Boosted model 
achieved two times more successful results than most of 
the models according to MSE and MAE metrics. 

This study serves as a foundation for further research 
for evaluating multiple regression MLAs and predicting 
customer demand. However, we have identified several 
ideas to refine our approach, stemming directly from the 
identified limitations within our research. Firstly, we 
intend to integrate a weather feature as an additional 
component. Secondly, we aim to assess the applicability of 
our approach in refectories situated within distinct 
contexts, such as factory canteens. Lastly, we could use 
various deep learning methods to further broaden the scope 
and potential contributions of our present study. 
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