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Abstract: This research article proposed the reconfigurable Single Instruction Multi Data (SIMD) processor design to speed up the accelerated computing task in IoT operations. Single Instruction Multi Data models leverage the parallel real source to speed up computing accelerated tasks. It proposes the utilization of reconfigurable Kogge Stone-dependent hybrid adder structures, now referred to as KS-CPA, in which reconfiguration occurs during the addition operation. The Least Significant Bits (LSB) are processed using a carry propagate adder, while the Most Significant Bits (MSB) are computed using the Kogge Stone adder. Depending on the data width and device-accessible energy resources, the hybrid configuration of the adder offers the 4-bit, 8-bit, and 16-bit addition. The adder form is identified by a shift in the configuration of its Carry Lock-ahead and then by a Kogge Stone Adder (KSA). Throughout the activity, the KS-CLA crossbreed configuration is used to attain the fastest speed and low energy usage. The effectiveness, including its proposed hybrid adder, is evaluated by looking at the speed, energy, and area parameters, including a suitable area use during rapid applications in which both less delay and low power adders are required. Considering these, we are structuring an IoT processor that can be reconfigured to gain from SIMD. We have demonstrated that our hybrid adder-enhanced processor saves energy up to 13% and reduces 27% latency. The proposed 16 and 32-bit adders will boost time, power, and Area Delay Product (ADP) by almost 18-24% and 13-19% respectively.
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1 INTRODUCTION

The emergence of the Internet of Things (IoT) is attributed to the strides made in sensor networks and ubiquitous computing, and it refers to intelligent technologies and the service environment that enable autonomous communications [1, 2]. In addition, multiple accessible sensors or flexible instruments can calculate human biological measurements directly by simple contact, including the heartbeat (HR), the breath rate (RR), and circulatory strain (BP). Even though it is always in the preliminary stage, the IoT intensity has been immediately received by organizations and enterprises, and updates have been produced along with client encounters [3]. However, the coordination of IoT innovation in medical services brings a few difficulties, including information storing, information management, information sharing between devices, safety and protection, combined and daunting exposure. Cloud Computing Technology is a potential solution to these problems. It demonstrates a standard medical services platform, which integrates IoT and cloud networking, to include general and clear information on a routine basis, existing on-demand resources across the network and the execution of tasks that are in problems [4].

IoT-based sensitive devices generate a great deal of information, which will be ready for measurements and applications for processing algorithms. Vital productivity is needed for increased performance, accuracy, and less expense for IoT-based smart devices. Such massive data can be stored, created and imaged from IoT. There are extremely helpful details and various possible properties in the sensor material. The system will have around 30 billion smart devices [5, 6]. However, the microcontroller or processor requires computing capacity to upgrade an essential device [7, 8]. This promotes better economic battery reinforcing tools for Field Programmable Gate Array (FPGA) [9]. The sensor hubs rely on the microcontrollers as the preparation capacity is limited. The FPGAs provide optimized phases and targets to chip away at economic power and vitality use. The FPGA Design has the productivity to upgrade all logic functions or delicate processors of very good quality, make the IoT devices power effective, track incongruous interfaces and help learn how to cope with the imminent growth of the execution of devices. An FPGA-based design solution may be used for this enormous complexity in usage [10, 11]. A significant amount of IoT devices are remote because the devices cannot be wired repeatedly. Some IoT devices have dimensional limitations and are built exclusive of a power cord, so the battery space is restricted. Strengthening this device is a challenging beggar.

Now, the significant components of the IoT systems are defined because it is necessary to consider the elevated sensor location under hazards concerning IoT devices and applications. An IoT system can be described as a network of equipment, scheduling, availability arrangements, and sensors in the grid of deviating things. Therefore, IoT Hardware Design comprises four essential segments: detection, network, information handling, and application phase [12, 13].

The chapter 2 discusses the survey based on existing SIMD processor designs. Section 3 discusses the function of various hybrid adders. Section 4 discusses the suggested hybrid adders-based SIMD processor's working function. Section five discusses the suggested system's simulation results and performance analysis. Finally, section six discusses the work's conclusion and future scope.

2 LITERATURE REVIEW

The computational complexity and power consumption collectively emphasize the growing interest in a straightforward and short-term evaluation strategy. Using Application Specific Processors (ASP), where a design processor becomes unique to the successful implementation of a particular program or for other purposes, may provide a conceivable scenario for achieving the systemic objectives listed above. It is carried out with different specific instructions or with dedicated hardware co-processors by extending the baseline processor. The successive ASP may be specifically degraded for the execution and equipment assets [14].
In carrying out the bulk of the numerical operations, for example, the adders, which are among the arithmetic and logic units (ALUs), are used [15]. The delay from such systems often has a fundamental task of deciding the replication of the operating clock by the processors. Likewise, their power arrangement is a significant part of the power usage in the processor's device centres because of their strong uses. Therefore, preparing competent adders may result in the improvement of the presentation and a decrease in the power of processors. Several concurrent and equivalent structure-dependent systems have often been suggested to enhance different parameters [16, 17].

Those three initial actions only generate a 'Sum', which is single digit long, but the pairing amount comprises two digits as both the bits and the numbers applied are equal to 1. The most critical element of the test is regarded as the carry'. A hybrid circuit that extends the spread of two bits is known as a half-adder, while one that extends the spread of three bits is known as a full-adder [18].

2.1 Ripple Carry Adder

The Full Adder (FA) has become a combination of two operand bits, and a transmitting bit is independently $A_{in}$, $B_{in}$, and $C_{in}$ as data outlets and gives (Sum) and Carry bit ($C_{out}$) as performance. This Carry Bit $C_{out}$ returns as the Carry Bit details for the progressive full adder. It demonstrates the sum and carry, including its combinational circuit acquired under Boolean conditions 1 and a 4-bit ripple carry adder from the full adder. For the low operand adder, the extremely easy usage of two operands, $A_{in}$ and $B_{in}$ is through by falling n of the primary full adder components and has been considered a ripple carry adder. The adder configuration is fast and simple to use but has real issues with delays since for Carry bit from the previous stage of the full adder, the next stage must be done [19, 20].

$$\text{Sum}=(A_{in} \oplus B_{in}) \oplus C_{in}$$

$$C_{out}=(A_{in} \cdot B_{in})+(C_{in} \cdot (A_{in} \oplus B_{in}))$$

(1)

2.2 Carry Select Adder (CSA)

For the input data carry ($C_{in}$), the Ripple carry adder holds tight and then stretches the 'sum' and the 'carry' sequence. The carry select adder is added to decrease the delay, where the 'sum' and 'carry' are used for the two different instances, for example, $C_{in} = 0$ and $C_{in} = 1$. A multiplexer choosing the correct output based on the $C_{in}$ from the last stage would be provided with their determined sum. Such pre-calculation in sum decreases a period delayed by Carry ripple to just one multiplexer from every stage. There is a ripple carry adder in each 4-bit adder. The carry select adder has more hardware but provides less delay than the ripple carry adder [21, 22]. Therefore, an important analytical among area, power, and delay of various adders.

2.3 Carry-Skip Adder

The adder is extracted from a selection of the adder with a by-pass and using a ripple carry adder for the adder [23]. By reducing the most optimistic delay, the creation of the carry skip adder building block is well-known. It illustrates the construction of a 16-bit carry skip adder. The extension of the carry skip adder is done at various levels. There is an RCA block, a multiplexer, and a carry estimation device at any point. RCA has been used for every stage to explore [24] which requires the binary number $A_{in}$ and $B_{in}$ data bits, and condition 2 produces the whole sum.

$$p_i=(A_{in} \oplus B_{in})$$

$$g_i=(A_{in} \cdot B_{in})$$

(2)

In the generated signal is propagate $p_i$, and distribute $g_i$ to the $i$-th adder cell.

It is expressed as 3 from the adder unit.

$$\text{Sum}=(p_i \oplus C_{in})$$

$$C_{in+1}=g_i + p_i C_{in}$$

(3)

where $C_{in}$ is the carry input to the $i$-th cell.

2.4 Carry Look-Ahead Adder

Each once in a while, various approaches were proposed to reduce the specific delay of parallel addition [25]. Yet another method of this is determining the "Sum," "Cout," and the terms "generate ($g_i$)" and "propagate" [5, 6] by using conservative conditions. For example, if the carry-out is, the term "1" is compatible because all the data sources $A_{in}$ and $B_{in}$ are '1' and therefore $g_i=(A_{in} \cdot B_{in})$. Having a term provides free carry-out of a carry-in. The word shifts the input carry bit to the output carry, when neither of the data sources is large, but rather, the phrase propagate is defined as $p_i=(A_{in} \oplus B_{in})$ in expression 2. The model is also distinctly described below, indicating the principle of "Generates and Propagate". Throughout the propagate scenario, the "Cout" is dependent on the "Cin," e.g. when "Cin" is 0 "Cout" and when "Cin" is 1 "Cout" is 1, whatever the "Cin" becomes consistently 1. The output "Sum" and "Cout" of the full adder can be seen as far as $p_i$ and $g_i$.

The logic of carry look-ahead specifies whether the bit pair adds or separates a carry. This helps the circuit to add two numbers before processing, which evaluates the progress carried ahead early. There is no postponement from tight holding for the ripple carry impact in these lines when the genuine expansion is carried out [26].

The carry look-ahead added is a sort of a ripple carry adder. To speed up an adder, this stage must be updated to quickly carry propagation. This helps the circuit to add two numbers before processing to determine the carry propagation early.

2.5 Ripple Carry Adder

A prefix adder occupies 3 phases, that is to say, the pre-calculation, prefix network, and a post-calculation. The Pre-Calculation workouts for each input pair, as provided in Condition 2, with 'Propagate' and 'Generate' bits. The network prefix phase is the last to carry bits.
'Propagate' and 'Generate'. The computation of the carry-out is modified to a prefix problem using the associated operator '○'.

The sets of 'Generate' and 'Propagate' bits are given below:

\[(g_1, p_1)○(g_2, p_2) = (g_1 + p_1•g_2, p_1•p_2)\] (4)

where the terms 'Generate' represent \(g\) and \(g'\) and \(p\) and \(p'\) correspond to the terms 'Propagate'. The operator '○' may be configured back to back 'propagate' and 'generate' sets for carry which follows,

\[C_{in} = (g, p)○(g_1, p_1)○\cdots (g_n, p_n)\] (5)

The parallel prefix of carry calculation can be shown as graphs, which represent the operator '○' as hub '●', and signal sets \((g, p)\) as the edges of a graph. The green shading node in the map refers to an excessive product through a hub with no logic. Last post-calculation process calculates the last sum from the prefix network step generated carry. In comparison to the Kogge stone of the carry look-ahead, these techniques are extremely skilled in delay and power. The growth in operand size (16-bit or more) contributes to the unpredictability of the prefix network related to an expansion of various logic cells and wiring [27, 29].

With the development of Internet of Things (IoT), low-cost, monitored resource devices need to be more skilled than previous embedded systems, which follow strict power constraints. The power consumption planning must be changed to integrate new capabilities such as learning. Approximate calculations are promising examples for reducing power consumption while introducing errors into calculations. In this work, a Single Instruction Multiple Data (SIMD) processor array for migrating machine learning applications into Field Programmable Gate Array (FPGA) IoT edge devices is presented for medical application.

3 PROPOSED HYBRID ADDERS

We use the reconfigurable hybrid adder in an ALU to promote clarification of our methodology. Note that the hybrid adder of every Sum-Of-Product component is protected by our technique. In this arrangement, the partial product tree decreases produce two \(n\)-bit Dout0 and Dout1 wide output vectors which contribute to the last CPA propagation. The incomplete element decreases a distorted timing profile at the performance. Because of this skewed appearance pattern for the propagated adder, some traditional, independently-designed expansion plans may not work excellently in regard to a sum of products. There are four adder blocks in our proposed synthesized hybrid adder module. Through LSB to MSB, they are:

- Adder 1 & 2: a carry southeast adder [7:0] near the LSB.
- Adder 3 & 4: A rapid Kogge Stone adder close to the MSB for the next \(s_{out}\).

When a combined adder has the most basic output, it is \(T_{out} = \max(T_{2out}, T_{2out}, T_{kogge}, T_{kogge})\). If the bit width of Adder3 is \((n - w_0 - w_2)/2\) bits and the bit-width of Adder4 \((n - w_0 - w_2)/2\) and the value of \(T\) represents the SOP block’s most basic output signal will be prepared. Currently, two combined expansion methods related to above are available in Fig. 1 to generate a further updated specification for addition. We used both the Carry look-ahead and Kogge Stone Attachment approaches and provided an alternative solution that is greatly faster than the others.

4 RECONFIGURABLE PROCESSOR FOR IOT

In order to speed up computing accelerated tasks, multi-data single instruction (SIMD) models leverage the parallel real source. Similar procedures are used for multiple information on different execution units that are strongly influenced by one directive at the same time. A Fast Fourier Transform (FFT) Vector Function Unit (VFU) is scheduled to be used in various remote correspondence instructions. VFU is capable of concurrently running sixteen 16-bit MAC or eight 32-bit MACs. The memory capacity becomes extended to allow efficient exchange of data among that vector file register as well as the main memory. The load-store SIMD instructions logically and arithmetically carry out data processing in parallel on vectors of 8 or 16 elements, as shown in the size of the pixel block used in one picture when the Advanced Video Coding (AVS) format is used. The research towards hardcore for measurement, such as motion compensation, deblocking, etc., is greatly improved by the SIMD instructions. With the addition of customized functional units, respectively low power consumption and superior
efficiency will increase. SIMD designs are carried out to speed-up the broad process strategies of fine-grained parallelism. Along with the multicenter framework, a similar quad-core Intel Core i7 3820 CPU consumes 25 times less power [30].

The 16-bit ALU core of the SIMD processor. In this Reconfigurable ALU (RALU), 2’s complement calculations for Radix2 are performed. Two clocks are required for RALU operation. In order to load values in registers, the primary clock cycle is used. The next move is to complete the activities.

To determine the capacities, 6-bit opcodes are used. There is an 18-bit instruction set, including the opcode. In the RALU, the delay of each point will be one cycle, which corresponds to the delay of the RALU. The 5 traditional phases without a pipeline are IF, ID, EX, MEM, and WB. A 10-bit address is sent to a Block-RAM instruction (BRAM) for 18-bit instruction in stage IF. The stage ID decodes the commands, and part from the control registers is configured to verify the corresponding steps. RALU manages data in registers, through stage EX, which carries out other control instructions, such as loop or jump. Throughout the MEM stage, the information will be read from / written in contact with BRAM information by instruction and address, when the instruction is store or load. The information is eventually written in the stage WB for registration. On the interface of the processor, uncover the pins for a clock, reset, address, details, and BRAM control. The processor architecture is shown in Fig. 2.

The SIMD Hybrid Adder, the multiplier and the shifter are three basic processing units in the ALU. These three segments can be replicated in various widths (4, 8, and 16-bits) for computing data and can answer all the instructions throughout the design. All the ports are bounded by three input ports: Q (4-bit), O (8-bit), and H (16-bit), demonstrating a type of information to be used appropriately by the unit.

5 RESULTS AND DISCUSSION

The proposed Hybrid Adders were modeled using the terminology of Verilog hardware definition language and using Xilinx 14.7 software for the pre-simulation evaluation.

The adder has been implemented throughout the hardware processors listed in Tab. 1 (Spartan 6 xc6slx-3csg324). Implemented and in contrast with the proposed hybrid adders are the Ripple Carry Adder (RCA), Carry Select Adders (CSA), Carry Skip Adders (CSkA), Carry Look-Ahead Adders (CLA), and Kogge Stone Adders (KSA). The relation involved various input measurements.

The delay analysis of different existing adders is shown in Fig. 3.

Within this article, four adders along with the adder Kogge Stone were suggested, including the configurations KS-RCA, KS-CSIA, KS-CSkA, and KS-CLA, applied in 2 data widths of 16 and 32 bits between this setup. In
comparison to different arrangements, KS-CLA offers superior performance during this investigation.

![Comparison of Delay Performance](image)

The results of the post-reactivation investigation introduced in this area are achieved with the helpful standard CMOS library, CADENCE Genus, with 90 nm gpdk. Without restricting the delay and area, test results were obtained. To quantify total power like static and dynamic control, the Cadence Encounter intensity advertisement tool was used.

Tab. 3 presents the strong analytic for different existing adders and the hybrid 16-bit adder proposed. The new 16-bit adder improves power usage by approximately 14.5%, and the latency is reduced by 53% according to the performance. In comparison with the additional current adders and hybrid vendors, improvements to the Area-Delay product (ADP) are about 796.49 and 0.0324 to the Power Delay Product (PDP).

The 32-bit adder and associated expertise results are listed in Tab. 1. The proposed 32-bit adder, as shown by performance, improves energy usage by up to 13.2% and reduces the latency by 33%. The Area-Delay Product (ADP) updates are about 3216 while the Power Delay Product (PDP) is around 0.031 as opposed to other current adder and hybrid Kogge-Stone adders.

<table>
<thead>
<tr>
<th>Adders</th>
<th>N-bits</th>
<th>Technology</th>
<th>Gates</th>
<th>Area / µm²</th>
<th>Power / mW</th>
<th>Delay / ns</th>
<th>ADP</th>
<th>PDP / µJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>KSA-CSIA</td>
<td>32</td>
<td>GPDK 90 nm</td>
<td>139</td>
<td>1293</td>
<td>0.0595</td>
<td>1.51</td>
<td>1952.43</td>
<td>0.0898</td>
</tr>
<tr>
<td>KSA-CLA</td>
<td>32</td>
<td>GPDK 90 nm</td>
<td>157</td>
<td>1118</td>
<td>0.0491</td>
<td>3.216</td>
<td>3595.488</td>
<td>0.158</td>
</tr>
<tr>
<td>HC adder [a]</td>
<td>32</td>
<td>Free PDK 45 nm</td>
<td>940</td>
<td>1299.02</td>
<td>0.4459</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hybrid HC Adder [a]</td>
<td>32</td>
<td>Free PDK 45 nm</td>
<td>855</td>
<td>1147.44</td>
<td>0.4052</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hybrid Sum-Product [b]</td>
<td>64</td>
<td>TSMC 65 nm</td>
<td>-</td>
<td>10385</td>
<td>6.391</td>
<td>0.561</td>
<td>5824.863</td>
<td>-</td>
</tr>
<tr>
<td>Kogge-Stone [b]</td>
<td>64</td>
<td>TSMC 65 nm</td>
<td>-</td>
<td>14424</td>
<td>9.621</td>
<td>0.598</td>
<td>8623.552</td>
<td>-</td>
</tr>
<tr>
<td>PPF/CSSA4-4 [c]</td>
<td>64</td>
<td>Free PDK 45 nm</td>
<td>-</td>
<td>2016</td>
<td>7.508</td>
<td>0.638</td>
<td>1286.208</td>
<td>0.418</td>
</tr>
<tr>
<td>PPF/CSSA6-3 [c]</td>
<td>64</td>
<td>Free PDK 45 nm</td>
<td>-</td>
<td>2017</td>
<td>714.9</td>
<td>0.63</td>
<td>1270.71</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Tab. 3 offers observational findings and results with relevant experience for the reconfigurable processor suggested. The findings indicate a 13% improvement of the energy benefits of the new processor and a 10.7% decrease in the delay of contrast with the current system.

The delay in the proposed RALU is reduced to the traditional structure for this architecture while its delay and power are as low. In consideration of the others, the key benefit of the new processor is the decreased expense, which results in less latency and less power usage.

<table>
<thead>
<tr>
<th>Adders</th>
<th>N-bits</th>
<th>Technology</th>
<th>Gates</th>
<th>Area / µm²</th>
<th>Power / mW</th>
<th>Delay / ps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional Adder</td>
<td>5020</td>
<td>-</td>
<td>28958</td>
<td>156260</td>
<td>11064626.5</td>
<td>4802</td>
</tr>
<tr>
<td>Hybrid Adder</td>
<td>4897</td>
<td>-</td>
<td>29459</td>
<td>132660</td>
<td>10885895.8</td>
<td>4562</td>
</tr>
</tbody>
</table>
6 CONCLUSIONS

The growing demands for system efficiency throughout this rapid computer world were a constant pattern. This is the measure with any integrated processor architecture that consistently corresponds to such a pattern. This evaluation has designed and developed the integrated adder appropriate for the SIMD system. Significant parameters were determined and analyzed, particularly the delay reduction and dynamic power utilization. In contrast, the different current adder architectures and the proposed hybrid adder are applied and evaluated. Around a 53% decrease in delay and 14.5%, lower power utilization was accomplished using the hybrid adder. The adder of the carry bits is generated and propagated to enhance their execution in the proposed reconfigurable structure. Research findings suggest that, in combination with the relevant best of the rest, the proposed 16 and 32-bit adders are demonstrated to decrease delays and power with smart creativity. This demonstrates that reconfigurable processor methods are successful with the capabilities for IoT applications to be enforced. In future reversible adder and multiplier logic were designed for IoT operations.
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