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Abstract: Talent is the first resource, the development of the enterprise to retain key talent is essential, the main research is based on machine learning and ontological 
reasoning, human resources analysis and management risk prediction and early warning methods, first of all, according to the specific situation and the target case, through 
the calculation of the similarity of the concept name and attribute of the similarity assessment of the source case in the case library, the matching of knowledge-based 
employees of the company's case for the similarity prediction and human resources management risk prediction research. Then, according to the evaluation results, we can 
find out the most suitable job matches in specific risk problems and situations. This is a solution to the target cases and criteria for companies to evaluate candidates. Second, 
we have successfully developed and implemented a prediction model that applies machine learning to the early warning study of risk prediction for HR management. The 
model is optimized with a cross-validation function, and the convergence of the model training is accelerated by the regularization of Newton's iterative method. Finally, our 
prediction model achieved 82% yield. Ontological reasoning and machine learning are promising in human resource management risk prediction and warning, which is 
proved by the high accuracy rate verified by examples. Finally, we analyze the proposed results of HRM risk prediction and early warning to contribute to the improvement 
of risk control and suggest measures for possible risks. 
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1 INTRODUCTION 
  

Enterprise strategy has become a part of the enterprise 
strategic management, human resource management of the 
enterprise to obtain the maximum effectiveness of the 
talent important impact, relying on technological 
innovation and talent development, and ultimately realize 
the development of human resources of large enterprises. 
The 21st century is the era of knowledge-based economy, 
digital economy, and competition for talent, and the only 
way for enterprises to occupy a favorable position in the 
fierce competition is to have a strong and mature human 
resource management system. In the face of such a severe 
situation, enterprises have increased the participation of 
human resource management, and improved the human 
resource risk outlook and early warning from all aspects. If 
enterprises want to improve the level of risk prediction and 
early warning of human resource management, they should 
start from limiting the risk, take the initiative to find and 
excavate the danger, take appropriate measures to limit the 
danger, and should maximize the level of human resources. 
Resource Management Risk Prediction and Early Warning 
[2]. In view of the traditional personnel management risk 
prediction and early warning system cannot meet the needs 
of the enterprise big data in order to make the system work 
properly, the current need for massive data manual 
screening and processing to reduce the amount of big data, 
but this processing seems to return to the era of the old data, 
seriously hindering the improvement of the efficiency of 
the work of human resource management risk prediction; 
and early warning system (HR) [3] plays an important role, 
and some people have proposed the use of Data Mining [4] 
to reduce the data that need to be processed, and the 
purpose of Data Mining is to analyze and discover the data 
patterns of the massive raw data, and ultimately transform 
the raw data into useful information and knowledge. 

Data Mining utilizes various techniques and statistical 
methods to mine useful information and knowledge from 
massive data. There are many commonly used data mining 
techniques, and machine learning methods are one of the 

most important ones. Machine learning can use the data to 
train and summarize the learning experience and finally get 
the analysis and understanding model based on the training 
results, so the effective use of machine learning technology 
can help us understand and analyze the data. At the same 
time, it also brings a new development direction for HR 
risk prediction and early warning, i.e., using machine 
learning methods to improve the ability of HR risk 
prediction and early warning system to manage and 
analyze data. With the increasing maturity of artificial 
intelligence technology, the application of electronic 
personnel management risk prediction and early warning 
and electronic labor platform in employees' posts continues 
to deepen, and intelligent recruitment system, social 
network application and electronic labor platform emerge 
as The Times require. How to build a model? A large 
number of locations and multi-semantic resources can be 
shared and reused, and their similarity can be accurately 
measured. Based on ontology, machine learning methods 
are used to enhance HR risk prediction and data analysis 
capabilities. How to construct models to share and reuse 
the multiple semantic resources of massive jobs and 
accurately measure their similarity, and provide technical 
support for semantic matching of people and jobs with 
ontology case reasoning technology, is the key to 
intelligent matching of people and jobs. Therefore, it is of 
great practical significance to utilize machine learning and 
ontological reasoning technology in HRM risk prediction 
and early warning system. 

 
2 RELATED WORK 

 
Machine-Learning is one of the main tools to realize 

data mining, which is applied in various fields, including 
of course the HR risk prediction and warning field. So far, 
the application of machine learning and ontological 
reasoning in the field of HR risk prediction and early 
warning has been studied in a large number of researches 
and the content of the research also involves many aspects, 
such as the extraction of data and so on. Literature [5, 6] 
analyzes in detail the important role of Data Mining for 
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preventing talent loss and improving the accurate 
management of human resources, and predicts and warns 
HR management risks. Literature [7] demonstrates the 
ability of Data Mining to improve the quality of decision-
making process in HRM risk prediction and early warning 
system. Literatures [8, 9] analyzed and realized the 
application of Data Mining in risk prediction and early 
warning management of human resource management. 
Literature [10] proposed a data mining model to help 
organizations predict the future performance of employees 
and then assign the right people to the right tasks and 
projects. Literature [11] proposed a fuzzy clustering 
method based on adaptive genetic algorithm to provide 
effective data analysis for assessing employee performance 
in human resource risk prediction and early warning in 
modern organizations. Literature [12] designed and 
implemented a human-job matching degree measurement 
model, which can provide effective allocation of human 
resources by using machine learning and ontological 
reasoning techniques. Literature [13] proposed a new 
method for evaluating job applicants in an online 
recruitment system and solved the applicant ranking 
problem using machine learning and ontological reasoning 
algorithms. Literature [14] investigated six scenarios of 
artificial intelligence in risk prediction and manpower 
forecasting, Resource Alerting, which are Artificial Neural 
Networks Flow Prediction, Knowledge Based Candidate 
Search and Genetic Algorithm Staff Scheduling, HR 
Sentiment Analysis with Text Mining, Resume Data 
Collection and Information Extraction with Interactive 
Voice Response and Employee Self-Service. Literature [15] 
designed an improved algorithm with good practical 
reference value based on support vector regression for HR 
demand forecasting in enterprises. In [16], Extreme 
Gradient Boosting (XGBoost) is applied to predict the 
turnover rate of employees to solve the problem of turnover, 
and it is proved that its accuracy in predicting the turnover 
rate is higher than that of other supervised classifier 
algorithms. Literature [17] analyzes the factors affecting 
employee exit based on the generalization of working life 
and creates an exit prediction model that can provide a 
solution to the HR exodus problem, using machine learning 
and ontological reasoning. Literature [18] implements a 
HR ranking model, which can predict the sorting and 
classification of personnel resumes with very high 
accuracy, and simplify HR work reasonably and 
effectively. Literature [19] proposed a normal human 
resource recommendation algorithm (HR) based on the 
hidden semantic model and DeepForest to better 
recommend jobs of interest for users. Literature [20] seeks 
to understand whether machine learning and ontological 
reasoning can be effectively used to perform potential 
assessments to help or even replace HR managers (HR) by 
using a preventive approach. Literature [21] utilizes 
machine learning and ontological reasoning to provide 
support for HR decision making. Literature [21] 
establishes an employee HRM risk prediction and early 
warning model, based on support vector machines, which 
can predict employee turnover in an organization and 
provide the opportunity for the organization to solve any 
problems and improve the retention rate. Literature [22] 
utilizes supervised machine learning and ontological 
reasoning techniques to predict suitable human resources 
to fill vacancies in technical job positions in order to solve 
the problem of human resource turnover in technical job 
positions. All these indicate that machine learning and 

ontological reasoning are expanding their influence in the 
human resource field and are promising in improving the 
efficiency and performance of risk prediction and early 
warning systems for human resource management. 

According to the research, the intelligent technology 
of man-post matching knowledge ontology [23] refers to 
the realization of sharing and continuous reuse of rational 
knowledge elements of man-post matching between 
semantically consistent man-post matching knowledge 
ontologies by defining unified term concepts, attributes 
and relationships in the field of man-post matching, and by 
calculating similarity of mapping and mapped results in the 
context of the development of Internet technology. In the 
context of the development of Internet technology, by 
defining the field of man-place matching, the academic 
community is applying knowledge ontology to the research 
on risk prediction and early warning of human resource 
management. Compared with other fields, the theoretical 
research of knowledge ontology in personnel, position and 
organization matching mainly lies in the construction and 
improvement of the basic overall framework of human 
resource knowledge ontology. The construction and 
continuous improvement of this theory will enable other 
scholars to conduct more automated and intelligent 
practical research on human-earth matching system on this 
basis, and apply it to other research on risk prediction and 
early warning of human resource management in the 
forecasting field. This paper studies the overall framework 
and development of human resource management and 
early warning of knowledge ontology [24], so that 
knowledge reuse, standards and classification are widely 
integrated to form representative capability concepts such 
as education, employment, industry, post, organization, 
skills and personnel sub-ontology. Further research on the 
overall framework of HR knowledge ontology [25] 
describes the reference ontology as a common language 
and expresses it in the form of vocabulary, which saves 
time for the whole system development process. Other 
researchers [26, 27] also conducted a detailed study on the 
overall framework of HR knowledge ontology and 
provided some general human resource development 
vocabulary. An important practical result of the practical 
research on human and post-data ontology intelligent 
matching is the research on human and post-data ontology 
intelligent matching in the field of human resource risk 
prediction and early warning based on actual combat. It 
built an automated human-information matching system. 
In the initial phase, the proposed HR-information system 
should be dynamic in order to optimize the compatibility 
of personnel positions, but the system studied at the time 
may not produce a set of criteria for each position [28]. 
Therefore, all jobs can only be divided into clusters or 
working groups corresponding to employees, based on the 
similarity of job requirements. For example, cluster 
analysis based on empirical data shows how to create an 
efficient job classification system [29] where criteria can 
be used to search for potentially good applicants in the 
same cluster. The main research results of post-data 
ontology intelligent matching research in the field of 
personal risk prediction and early warning based on HR 
risk prediction and early warning are practical research 
based on future data ontology intelligent matching. 
Another practical result in the field of HR risk prediction 
and early warning is knowledge reasoning ability. Some 
studies have found that in addition to information sharing 
and reuse [30], information can also support the reasoning 
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of implicit information, promote the interoperability of 
heterogeneous information services, ultimately enabling 
search and inference operations of these capabilities to 
achieve longer term interoperability and collaboration 
between different information services. 

As far as the current situation is concerned, the 
application of machine learning and ontology reasoning in 
HR risk prediction and early warning is still in its infancy, 
and the application field is still relatively narrow. Most 
applications only involve recruitment management, 
resource management, early warning management and 
other parts of human resource management risk prediction 
and early warning, and have not yet involved other fields 
such as talent training and contract management. Although 
not all HR risk prediction and early warning modules can 
apply machine learning technology to solve relevant 
problems, with the continuous development of machine 
learning technology, it will certainly spread to most areas 
of HR risk prediction and early warning, and finally realize 
the management and analysis of HR data. 
 
3 RESEARCH ON HUMAN RESOURCE MANAGEMENT 

FORECASTING AND EARLY WARNING KNOWLEDGE 
BASED ON ONTOLOGY REASONING 

3.1 Human Resource Management Risk Characteristic 
Ontology Construction 
 
In the knowledge-based modern enterprise human 

resource management, the matching of the competence of 
the workforce must be considered more carefully than in 

the past. In the more complex description of talents and the 
need to exchange talent information between different 
organizations within the company to achieve automatic job 
hunting, the ability and other related concepts need to be 
described in a standardized way, and the information 
ontology with intelligent technology can be based on the 
organizational ability management and the intelligent 
matching of personnel after the data ontology. Based on the 
knowledge management construction of knowledge 
ontology and the concept of employee ability improvement 
based on ontology research, it covers four types: resources, 
theoretical knowledge, skills and behavioral ability. HR 
has developed a knowledge reference system model based 
on knowledge ontology that combines knowledge 
management with technology-enhanced workplace 
learning, with the goal of developing a knowledge-based 
operating system for capability management. 

Combining the case retrieval method based on 
concept, attribute, similarity and semantic consistency, this 
paper proposes a person-post matching retrieval method 
based on ontology and case-based reasoning. Based on the 
Ontology and its reasoning mechanism, this method maps 
the case set and concept node of the job skill feature 
knowledge ontology in the form of an example to achieve 
the structured representation and storage of the case 
knowledge. In addition, it reviews and updates the 
ontology-CBR Case-Based Reasoning) hierarchical 
retrieval model in time, and collects the cases together in 
the form of examples to update and revise the cases. 
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Figure 1 Ontology based man-post matching case retrieval model 

 
As shown in Fig. 1, based on the qualitative retrieval 

of the position competency feature ontology, the similarity 
of the concept name is calculated through the concept name 
retrieval of the entire position competency feature domain 
ontology, and the available sub-case set with similar 
concepts to the target case is obtained, thus achieving the 
purpose of narrowing the case reasoning retrieval scope. 

When a certain attribute value is text, the similarity of 
two different matching cases P0, P1 is calculated, that is, 
the similarity of attribute text features extracted in the 

human-post matching case is: the proportion of the total 
number of extracted text features in the total number of text 
features. 
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N(P0) represents a set of text features extracted by 

attribute P0 in the target case. The similarity of the text 
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features of the attribute is determined by the number of text 
features shared with the same attribute in the total number 
of text features of the two cases. In the preliminary 
screening case, through the retrieval of the concept name, 
the numerical similarity is further accurately calculated, 
and the numerical similarity of its attributes is 
quantitatively determined as follows. 
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The formula for calculating the similarity threshold is 

as follows: 
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3.2 Construction of Human Resource Management Risk 

Ontology Model 
 
Assume that each user capability or job requirement is 

a classic topic modeling algorithm generated by mixing K 
topics. The probability distribution represented by each 
problem is the ability or need of the whole N. Skill file Y 
under the above conditions, the likelihood of the following 
formula gives the marginal likelihood value. 
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Then, according to the Laplacian approximation of 

softmax basis, O is used to represent the non-diagonal 
elements of the covariance matrix, and the approximate 
diagonal covariance matrix of large K is obtained. 

 
1
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Then keep only the E skills that appear the most 

frequently before, so that there are not too many noisy skill 
labels appearing in the positions with more people. For 
latent skill variable sj, the position attribute compound 
variable S can be transformed into a suitable potential 
space through a layer of MLP. 

 

1( * )j av j Ls s U                                                                (6) 

 
After the generation probability model is established, 

the common probability of the complete data u can be 
obtained by the following formula. 
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Observation data is represented by Y, which can be 
estimated on the basis of training models by the following 
methods: 
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For point estimates, the prediction is approximated as: 

* ( ( ))T
ij i jG E s u                                                                          (9) 

 
Therefore, according to the above structural analysis, 

concepts and attributes contained in personnel job 
matching cases are separated by introducing the knowledge 
ontology form of personnel job matching competency 
feature field, thus forming the ontology retrieval layer, and 
the retrieval process of target cases can be divided into 
multiple levels. On the basis of the above analysis, the 
search of person-post matching cases in this paper is 
divided into the following three specific similar calculation 
steps: 

STEP 1: According to the human-job matching 
domain data ontology, the semantic similarity of the 
ontology is calculated based on the concept name, the 
semantic differences are excluded, and the available case 
set is initially extracted. 

STEP 2: According to the content represented by the 
case information, the similarity of the case is calculated 
based on the attribute, and the set of similar cases is 
screened; 

STEP 3: Establish the employee position matching 
graph, the similarity threshold reaches the threshold, build 
a group of similar cases for matching, and then the 
matching ends. If the source cases are not satisfied, repair 
or update the source cases, and mark the employees with 
risk factors. The specific calculation method is shown in 
Fig. 2: 
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Figure 2 Research framework of similarity calculation for person-post matching 

case retrieval 
 

4 RESEARCH ON RISK PREDICTION AND EARLY 
WARNING MODEL OF HUMAN RESOURCE 
MANAGEMENT BASED ON MACHINE LEARNING 
UNDER ONTOLOGY THEORY 

4.1 Risk Prediction and Early Warning Ontology Theory of 
Human Resource Management Based on Machine 
Learning 
 

A linear model is a function that uses a linear 
combination of attributes to make predictions, 
namely: 
 

1 1 2 2( ) ... k kf y y y y                                            (10) 
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A linear model is an extension of a linear model. 
The mapping relationship between the independent 
variable x and the dependent variable y can be 
nonlinear, but some linear correlation between them 
can be made through the association function, 
namely: 

 
1( )Ty f x b                                                            (11) 

 
where the function f(y) is a monotone differentiable 
associative function. When f(y) is a logarithmic 
probability function, the generalized linear model 
obtained at this time is called the logistic regression 
model (logarithmic probability regression model), 
that is: 
 

( )

1
( )

1 e
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 




                                                     (12) 

 
Risk prediction and early warning of human 

resource management is a series of activities related 
to talent management carried out by enterprises with 
the goal of enterprise management, including the 
formulation of human resource strategy, employee 
recruitment and training and development, 
performance management, management and health 
management. The research framework of HR 
forecasting and early warning is proposed based on 
ontology technology. It is: Human Body Smart 
matching research based on HR field. The research on 
intelligent matching of man-post ontology is based on 
organizational capability management. The research 
framework of human resource management 
forecasting and early warning ontology technology is 
shown in Fig. 3, which is based on the intelligent 
matching of human post ontology in recruitment and 
employment. 
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Figure 3 Research framework of human resource management prediction and 

early warning based on machine learning and ontology 

 
As shown in Fig. 3, Machine learning and ontology, as 

a research method for human resource management 
prediction and early warning, combines the changes of 
economic environment and the risk management of 

personnel flow. It studies the major decisions and risks in 
personnel management. Taking employees as an example, 
decision-making risks in personnel management are 
mainly manifested in wrong decisions in human resource 
mobilization, such as transferring excellent employees 
from the production department to the Marketing 
Department, believing that employees will have an impact 
on the new environment, but will have an aversion to the 
company's management, lose the motivation for work 
innovation, or the company will lose key employees due to 
wrong decisions. And employees themselves are affected. 
Mediocre performance, unable to contribute to the 
company, affects the future of human resources 
management and company management. Employees who 
have a negative impact on the development of the 
company, this is human resource management. 
 
4.2 Feature Extraction and Data Processing 

 
Employee management forecasting and early warning 

is affected by a variety of factors, and the selection of 
characteristics is complex, all features do not need to be 
considered at the beginning and can be used directly for 
training. Enterprise factors include salary income, position 
level, average working hours per day, average overtime 
hours per day, years of working in the current company, 
years of working in the current position, and years of 
service. Among them, salary is the main characteristic 
factor of employee management forecasting and timely 
warning, which has a great impact on employee 
management forecasting and timely warning. Departments 
and positions that have a significant impact on employee 
management forecasting and timely warning can reflect the 
working environment of various departments of the 
enterprise and the career development of employees. The 
key factors of employee management forecasting and early 
warning are the working days and overtime hours of 
individuals in the company. The years of working in the 
current company and the years of working in the current 
position are the employees' familiarity with the current 
position, which is an important factor in employee 
management prediction, and can reflect the employees' 
future development status and promotion opportunities in 
the company to a certain extent. It is also regarded as one 
of the characteristics of management forecasting, because 
taking into account the total number of companies that an 
employee has worked for may have a certain impact on 
management warning in the future of an employee's 
personnel and job matching. Similar data preprocessing 
operations also need to manage the predicted data 
characteristics in the previous salary forecast, and the basic 
data characteristics finally obtained are shown in Tab. 1. 

As shown in Fig. 4, the influence of fields such as 
employees' satisfaction with the company, monthly 
average working time, performance and working years on 
the risk prediction and early warning of human resource 
management, is analyzed in the form of box plot. It can be 
concluded that the satisfaction of employees with the risk 
prediction and early warning of human resource 
management is low, mostly concentrated around 0.4. 
Human resource management risk prediction and early 
warning. The average monthly working hours of 
employees were higher, and most of them exceeded the 
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average level (201H); Human resource management risk 
prediction and early warning. The average monthly 
working time performance assessment of employees is 
relatively high, most of which is concentrated in 0.8 points 
or more. The service life of HR risk prediction and early 
warning is relatively high, generally about 4 years. 
 

Table 1 Data characteristics 
Trait Value 
Age It is a consecutive value, integers 1 to 1000 
Pay Continuous value, real number 0.0-3 0000.0 0 
Sex Discrete values, male and female. 

Current 
residence 

Discrete values, including all provinces and cities in 
the country. 

Highest 
degree 

Discrete values, from 1 to 5, 1 the highest grade, where 
5 is high school and below, 4 is junior college, 3 is 

undergraduate, 2 is graduate, and 1 is doctoral. 

profession 
Enumeration value, high school education or less 

without a major, including all college majors. 

Health status 
Enumeration values, including poor, fair, good, and 

healthy 4. 

Marital status 
Enumeration value, unmarried, married and divorced 3 

kinds. 

Department 

Enumeration value, including personnel department, 
finance department, administration department, 

information center department, product development 
department, etc 

Job grade 
Enumeration value, from 1 to 5, 1 indicates the highest 

level. 
Average 
working 

hours 
Continuous value, real number 0.0-24.0 

Years of 
experience in 

current 
position 

Continuous values, real numbers 0-60 

Total number 
of companies 

The value is a continuous integer ranging from 0 to 60 

 

 
Figure 4 Influence of satisfaction, average monthly working hours, performance 

and working years on risk prediction and early warning of human resource 
management 

 
4.3 Machine Learning Model for Human Resource Risk 

Prediction and Early Warning 
 
As can be seen from the above features and data, in the 

original data set of salary forecast prediction, some features 
are non-numerical data (mainly character data), so non-
numerical data must be pre-processed by numerical 
conversion. The value range of some features is too large, 
which leads to the possibility of numerical problems in 
training. Therefore, it is necessary to shrink the numerical 
data with a large interval into a small range, and the target 
range of the general shrinkage is [0, 1]. Generally, the 

numeric data obtained after the numeric conversion of 
character data will have a relatively wide size range, and 
the range value (that is, the difference between the 
maximum and the minimum value) will be relatively large, 
which will easily lead to numerical anomalies and training 
interruptions in the training process, so the numeric data 
also needs to be normalized. The normalization formula 
used here looks like this: 
 

' min

max min

y y
y

y y





                                                               (13) 

 
Max and Min are the maximum values in the data set 

respectively. In the salary prediction model, their formulas 
are shown as follows. The final prediction results do not 
belong to the normalized data. 
 

'
max min min( )y y y y y                                                 (14) 

 
A human resource management risk prediction and 

early warning model integrating implicit features is 
introduced. Nine fields, including satisfaction, average 
monthly working hours, performance, working years, 
number of projects involved, promotion within 5 years, 
salary level, work mistakes and department, are selected as 
the characteristic value training prediction model in the 
experiment, and the influence of each field on whether 
employees leave the company is analyzed. The algorithm 
flow chart of the model is shown in Fig. 5. 
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Figure 5 Overall flow chart of the algorithm 

 
Table 2 Human resource management risk prediction and early warning 

algorithm based on machine learning 
Input: 

Behavioral data 
User information 
Position information 

Output: 
Management risk prediction and early warning results 

Steps: 
1. Implement data pre-management according to the problems 

existing in the input original data. 
2. Build HR data stack 
3. Introduce coordination implicit skills to make OLAP judgment 

based on data stack. 
4. Establish a masking semantic model based on user actions, and 

introduce a linear LR model into the cascade forest organization. 
5. Complete the unification of the implicit characteristics of deep 

forests 
6. Implementation of mixed governance forecasting and early 

warning 
7. Management risk outlook and early warning result output 

 
As can be seen from the overall process of the 

algorithm in Fig. 5, the risk prediction and early warning 
algorithm of human resource management based on 
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machine learning takes user information and behavioral 
data as the input of the overall algorithm, makes full use of 
the collected personal information of job seekers and the 
historical behavioral information of users such as 
browsing, collecting and applying, and finally outputs the 
result of job management risk prediction and early 
warning. Algorithm Tab. 2 shows the specific algorithm 
description. 

 
5 SIMULATION VERIFICATION 

 
The machine learning model was used for risk 

prediction, and the activation function was root-mean-
square error. At the same time, the small-lot gradient 
descent method and hybrid optimization method NADM 
were used to update the network parameters. The 
evaluation method adopted in this experiment is the leave-
one-out method. The data set with sample space of 1100 is 
divided into two subsets, 2000 and 200. The 2000-size 
subset is used as the training set, and the 200-size subset is 
used as the test set. 

Their updates during the actual training of the model 
are given here, as shown in Fig. 6, to compare the training 
effects of various optimization algorithms of machine 
learning. As can be seen from Fig. 5, hybrid optimization 
algorithms Adam and Nadam perform better than other 
optimization algorithms in terms of convergence speed, 
while Nadm performs slightly better than Adam in terms 
of overall performance. 

 

 
Figure 6 Comparison of convergence speed of various optimization methods 

 
Their comparative training results are given here, as 

shown in Tab. 3, in order to better compare the 
performance of various optimization algorithms. Among 
them, the training sample space size adopted in Tab. 3 is 
2000, the test sample space size is 200, and the training is 
stopped when the period (EPOCH reaches 20000 or E < 
0.01). 

 
Table 3 Training results of various optimization algorithms 

Optimization 
algorithm 

Test score Cycle Training loss 

SGD(Stochastic 
Gradient Descent) 

0.7324 3228 0.00482 

Momentum 0.7323 1617 0.00481 
NAG(Nesterov 

Accelerated Gradient) 
0.7315 1543 0.00485 

Adagrad 0.7482 1023 0.00483 
RMSProp 0.7486 223 0.00480 

Adam 0.7503 195 0.00491 
Nadm 0.7512 186 0.00498 

 
In order to better reflect the performance of NADM 

human resource management risk prediction model, the 
comparison results with other machine learning regression 
algorithms are presented here, as shown in Tab. 4. Among 
them, the human resource management risk prediction 
model in Tab. 4 adopts 2000 training sample Spaces and 

200 test sample Spaces. Each algorithm conducts 20 
experiments respectively to obtain the optimal test results. 
It can be seen that the human resource management risk 
prediction model optimized by Nadm has a relatively good 
score on the test set compared with other algorithms. 
Finally, the Nadm human resource management risk 
prediction model for predicting the fitting effect is given, 
and the fitting diagram of experimental results is shown in 
Fig. 7. 

 
Table 4 Comparison of regression prediction algorithms for human resource 

management risk prediction and early warning 
Algorithm Training score Test score 

Nadm 0.77321 0.77432 
Linear 0.77482 0.76254 

Polynomial 0.81342 0.73931 
idge 0.74562 0.71474 

Lasso 0.74416 0.72843 
ElasticNet 0.75623 0.73256 

 

 
Figure 7 Fitting effect of Nadam human resource management risk prediction 

and early warning prediction model 
 
As can be seen from Fig. 7, the prediction fitting effect 

of HR risk prediction is relatively good. Although HR risk 
prediction and early warning data are normalized during 
model training, some errors may be caused during 
calculation, but are still within the controllable range and 
have little impact on the final result of the model. 

The HR machine learning risk prediction and early 
warning model proposed in this paper integrates implicit 
features by designing the fusion features of a user's certain 
post as the initial input of the HR machine learning risk 
prediction and early warning model, rather than the explicit 
features of the user-post. The fused features not only 
consider the structural basic attribute features and 
statistical features obtained through OLAP analysis users 
who pull a position directly from the HR data warehouse, 
but also consider the hidden features mined from the user 
behavior data, which adds more information to the model 
and reduces the impact of losing some users or job 
attributes on the model. The machine learning risk 
prediction and early warning model input is compared 
before and after the introduction of implicit features, and 
the experimental results are shown in Fig. 8 to test whether 
the fused features improve the model performance. 

 

C
os

t(
%

)

S
al

ar
y(

sc
or

e)



Miaomiao TANG et al.: Research on Risk Prediction and Early Warning of Human Resource Management Based on Machine Learning and Ontology Reasoning 

Tehnički vjesnik 30, 6(2023), 2036-2045                                                                                                                                                                                                            2043 

 
Figure 8 Comparison before and after the introduction of implicit features 
 

Considering that cascaded forest-based classifiers 
have something in common with tree algorithms, in 
addition to the input features of deep forests, the algorithm 
also introduces a linear LR model as a base classifier in the 
cascaded forest structure, making the differences of each 
model possible to change. Here, the models before and 
after the introduction of LR are compared to verify the 
effectiveness of the linear classifier in improving the 
classification performance of the cascade structure. The 
experimental results are shown in Fig. 9. 

 

 
Figure 9 Comparison before and after model improvement 

 

 
Figure 10 Comparison between hybrid machine learning human resource risk 

prediction and early warning model and single model 

In order to test whether the performance of the hybrid 
recommendation algorithm is better than that of the single 
recommendation algorithm, we analyze and compare the 
performance of HR risk prediction and early warning, 
DeepForest and HR risk prediction and early warning 
algorithms based on the potential semantic model. The 
experimental results are shown in Fig. 10. 

From the experimental results shown above, it can be 
seen that the hybrid machine learning HR risk prediction 
and early warning model algorithm is superior to the single 
cryptic model and deep forest in terms of recall rate and FL 
value, and the recall rate reaches 82%, indicating that the 
hybrid machine learning HR risk prediction and early 
warning model algorithm integrate the advantages of the 
two models, the machine learning human resource risk 
prediction and early warning model are better integrated, 
and the performance of volume algorithm is improved. 
Among them, the performance of deep forest is better than 
that of implicit meaning model indicating that the content 
characteristics of users and posts can affect the HR risk 
prediction and early warning model more than the user 
behavior in the field of HR machine learning HR risk 
prediction and early warning model, which is consistent 
with the reality that users are more focused on combining 
their own conditions and job requirements. The F1 value 
curve of HybridMachineHR risk prediction and early 
warning model algorithm is close to deep forest, which 
means that the performance of the algorithm's 
comprehensive machine learning HR risk prediction and 
early warning model is close to deep forest, and its 
advantage is smaller than that of the cryptic model, 
indicating that the contribution of deep forest to the final 
performance of the hybrid algorithm is greater than that of 
the cryptic model HybridMachineHR risk prediction and 
early warning model plays a major role, and the cryptic 
model is the algorithm that complements the 
HybridMachineHR risk prediction and early warning 
model. 

The risk prediction and early warning algorithm of 
human resource management based on implicit semantic 
model and deep forest proposed in this paper is to mix the 
implicit semantic model and deep forest, and 
comprehensively consider two aspects of user interest and 
job matching to predict. The realization of human resource 
risk early warning and implicit characteristics improves the 
inaccurate human resource risk prediction and early 
warning caused by the lack of explicit characteristics of 
user posts to a certain extent. By introducing implicit 
features, the performance of other human resource risk 
prediction and early warning algorithms can be tested and 
compared with algorithms based on hidden semantic 
models. This paper selects three most representative HR 
risk prediction and early warning algorithms. Early 
warning algorithms and early warning algorithms in HR 
risk prediction - based on users. Let's compare this with 
project-based collaborative filtering and content-based HR 
risk prediction and early warning algorithms, as shown in 
Fig. 11. 

It can be seen from Fig. 11 that the human resource 
management risk prediction and early warning algorithm 
based on cryptic meaning model and deep forest is superior 
to collaborative filtering (including UserCF and content-
based human resource management risk prediction and 

10 20 30 40 50 60 70

Recommendation list

0.5

0.6

0.7

0.8

0.9

R
ec

al
l

Cryptic meaning
Deep forest
Ontology Deep Learning

10 20 30 40 50 60 70

Recommendation list

0.6

0.65

0.7

0.75

F
1

Cryptic meaning
Deep forest
Ontology Deep Learning



Miaomiao TANG et al.: Research on Risk Prediction and Early Warning of Human Resource Management Based on Machine Learning and Ontology Reasoning 

2044                                                                                                                                                                                                       Technical Gazette 30, 6(2023), 2036-2045 

early warning algorithm). Both the recall rate and F1 value 
of human resource management risk prediction and early 
warning indicate the overall human resource management 
risk prediction and early warning of the proposed 
algorithm. The performance is better than the traditional 
human resource management risk forecasting and early 
warning method. 

 

 
Figure 11 Comparison of different risk prediction and early warning algorithms 

of human resource management 
 
The second type of words and the sixth type of words 

after machine learning are merged into the document 
frequency matrix, and all the repeated combined human 
resource management risk factors are sorted according to 
the frequency of occurrence. At the same time, according 
to the frequency, the word cloud map with more than 300 
frequencies is selected from top to bottom, as shown in Fig. 
12. 

 

 
Figure 12 Cloud map of human resource management risk prediction and early 

warning words 
 
6 CONCLUSION 

 
Traditional HR risk prediction cannot effectively 

analyze the existing data, nor can it predict the future 
development based on the existing data. By applying 
machine learning technology to human resource 
management risk prediction, the human resource 
management risk prediction and early warning model is 
realized to improve the practicability of human resource 
management risk prediction. It mainly researches ontology 

reasoning and machine learning human resource analysis 
and prediction methods. It adopts machine learning 
algorithms such as Nadm, Linear, Polynomial, Idge, Lasso, 
ElasticNet and DeepForest to conduct data set training for 
classification models and conduct comparative analysis on 
evaluation results of each model. The optimal model is 
obtained and applied to human resource analysis and 
prediction. The research shows that the HR analysis and 
prediction method based on the crypto-meaning model and 
DeepForest has achieved excellent results. It can provide 
effective reference information for the company, facilitate 
the manager to understand the psychological dynamics of 
employees, and reduce the impact of HR risk prediction 
and early warning on the company's profits, which has 
certain practical value and practical significance. The next 
step will be to consider the implementation of 
parallelization of the proposed recommendation algorithm. 
In the follow-up work, the implementation of 
parallelization of the algorithm can be studied, so as to 
improve the efficiency of model training. In the future 
work, how to recommend suitable talents to enterprises and 
carry out two-way recommendation of human resources 
can be further studied, so as to achieve a win-win situation 
between job seekers and enterprises. 
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