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Summary
Introduction: Technological progress leads to an increasing use of radiological imaging, and an increase in 
the number of imaging results in an increased workload for radiologists. The driver of the application of AI in 
radiology is considered to be the reduction of the workload of radiologists and the need for faster and more 
accurate diagnosis.
Aim: The aim of this paper is to bring the reader closer to the implementation of AI in radiology, especially in 
the MRI modality, and how deep learning algorithms improve image reconstruction.
Discussion: Numerous studies have confirmed the importance of implementing machine learning, a subset 
of artificial intelligence, in the radiology system. In this review paper, numerous researches on the application 
of deep learning in magnetic resonance imaging are highlighted, and the emphasis is on models for automatic 
segmentation. Automatic segmentation has shown excellent results in the early detection of osteoarthritis, 
then in anterior cruciate ligament and meniscus tears, the most common knee injuries, and more recently, the 
deep learning model has excelled in automatic bone age estimation. Automatic segmentation has achieved, 
above all, high accuracy and precision, objectivity and time saving.
Conclusion: Previous research has already highlighted the significant advantage of using machine learning 
in radiology and the exceptional compatibility between the work of radiologists and machine learning, which 
achieves precise and quick diagnoses. All this is a great incentive for further research, and technological 
progress will certainly speed up its integration into clinical practice.
Keywords: artificial intelligence; automatic segmentation; deep learning; MRI
Abbreviations and acronyms: AI (Artificial Intelligence), ANN (Artificial Neural Network), CNN (Convolutional 
Neural Network), DL (Deep Learning), fCNN (Fully Convolutional Neural Network), HNN (Holistically Nested 
Networks), ML (Machine Learning), MRI (Magnetic Resonance Imaging), NMR (Nuclear Magnetic Resonance), 
OA (osteoarthritis), SL (Supervised Learning), TBM (Transport Based Morphometry), UL (Unsupervised 
Learning), VN (Variational Network)

Introduction
Radiology is a branch of medical science that, with the 
help of imaging and radiation technology, establishes a 
diagnosis and leads to the treatment of diseases. Tech-
nological progress has led to the increasing use of imag-
ing, where higher resolution images are obtained and the 
visualization of smaller anatomical structures and abnor-
malities is possible. The increased need for radiological 
imaging has increased the workload of radiologists, so the 
driver of the application of artificial intelligence (AI) in ra-
diology is considered precisely to reduce the workload of 
radiologists, as well as the need for ever greater precision 
and efficiency in diagnostics, but also in therapy [1] .

Magnetic resonance imaging

Magnetic Resonance Imaging (MRI) is an imaging method 
for obtaining tomographic sections in the transverse, sag-
ittal and coronal planes [2]. Its working principle is based 
on nuclear magnetic resonance (NMR), a spectroscopic 
method that uses a magnetic field and radio frequency 
energy to reveal and analyze microscopic data on the 
chemical and physical properties of molecules [3]. The 
beginning of this method dates back to 1882 with the dis-
covery of the use of a rotating magnetic field in an electric 
motor by Nikola Tesla, and the practical application of MRI 
for medical purposes is attributed to Raymond Damadian 
who, along with the discovery that different tissues have 
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different relaxation times, together constructed the first 
MRI device with his students in 1977 and performed the 
first scan of the human body [4].

Basic parts of the magnetic resonance device
MRI devices are located inside Faraday cage, a room spe-
cially built to protect the device from unwanted external 
influences. The basic part of the device, the bore, con-
sists of densely wound superconducting threads through 
which a strong electric current passes and creates a ho-
mogeneous magnetic field. The magnet itself is located 
in the center of the device and ensures the uniformity 
and strength of the magnetic field, and considering its 
technical characteristics, MRI devices are divided into 
permanent, resistive and superconducting ones [2, 3]. 
The most commonly used superconducting magnet is the 
only one that can produce a magnetic field with a strength 
above 1 T. In addition to magnets, gradient and radio fre-
quency coils should be highlighted as necessary parts of 
every MRI device. Gradient coils are located in three main 
planes (X,Y,Z) and together with gradient amplifiers form 
time-varying gradient magnetic fields and are considered 
one of the most important elements responsible for im-
age quality [3, 5]. On the other hand, radio frequency coils 
can be both transmitting and receiving and are shaped 
according to the recorded part of the body to achieve bet-
ter signal reception. The signal they then receive is sent to 
a radio frequency preamplifier, followed by processing in 
an analog-to-digital converter and electronically modified 
into a digital image signal [3].

Principle of operation of the 
magnetic resonance device
Substances found in the human body are composed of 
mutually different atoms, which determines different 
physical and magnetic properties. Given that the human 
body is largely made of water, of which hydrogen is a con-

stituent part, it is precisely its properties that are used to 
obtain an MRI image. Since the hydrogen ion is positively 
charged and has a large spin magnetic moment, MRI uses 
the very property of the magnetic spin to obtain an image. 
The hydrogen nucleus consists of one positively charged 
proton and creates its own magnetic field, and magneti-
zation requires a strong external magnetic field that will 
align the protons in the direction of the magnetic field. 
In order to measure the magnetizing moment, it must 
first receive external energy by means of which it moves 
from the parallel direction, and this is achieved by the ac-
tion of a radio frequency wave. After the end of the radio 
frequency wave, the magnetization vector returns from 
the transverse to the longitudinal plane, during which the 
energy from the previously excited protons is released 
and given to the environment. This phenomenon is called 
longitudinal magnetization recovery, or T1 relaxation. At 
the same time, there is a loss of rotation of the magnetiza-
tion vectors of hydrogen nuclei in the same phase, that is, 
there is a so-called dephasing, decay of transverse mag-
netization or T2 relaxation [3, 5].

Artificial Intelligence

AI can be defined as a set of computer algorithms that 
have the ability to perform certain complex tasks [6]. It 
is based on collecting, storing and processing data, then 
training machines and learning from previously provided 
data to successfully perform tasks [7]. When it comes to 
its implementation in medicine, which began in the 1950s 
[8], radiology is considered the most desirable branch 
[9]. A significant advantage due to the application of AI 
in radiology is the progress of radiology from subjectively 
determined perception skills to objective and scientifically 
guided data processing. It also provides increasing multi-
disciplinarity in the team and success in treating patients 
by recognizing minimal abnormalities invisible to the hu-
man eye [7].

Machine Learning
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Figure 1. Division of machine learning
Source: https://www.shiksha.com/online-courses/articles/differences-between-supervised-and-unsupervised-learning/ 
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Machine learning

The main component of AI is machine learning (ML). It is 
defined as a subset of algorithms [6] that, using the pro-
vided data, enable machine learning [7]. The basic task is 
to find natural patterns and relationships in the data, then 
perform insights based on them and make predictions and 
make decisions [10]. ML algorithms can be organized into 
different categories, and the most common division is into 
supervised learning (SL) and unsupervised learning (UL) 
(Figure 1) [1]. 

SL consists of models trained with a pre-known set 
of input and output data that work on the principle of 
predicting the output using the available input data [10]. 
It is most often used in the procedures of classification, 
classification of input data into categories, and regression, 
prediction of numerical values [11]. With UL, the goal is to 
find latent patterns in known input variables without prior 
knowledge of the output, and in this way the algorithm 
itself must come to know what it shows [12].

Deep learning
Deep learning (DL) is a subset of ML based on artificial 
neural networks (ANN), which are configured on the princi-
ple of biological neural networks in the human brain [13]. 
An ANN is composed of interconnected neurons, and in 
traditional ML, 2 to 3 layers of neurons enable the perfor-
mance of complex tasks due to their interconnection [14]. 
In the evaluation of medical images, deep convolutional 
neural networks (CNN), are the most successful, charac-
terized by automatic pattern recognition in complex data 
sets by combining feature selection and classification into 
one algorithm, without human intervention during train-
ing [15]. DL is also used in radiology for classification, 
segmentation and detection. In the classification, CNN is 
used and the object is assigned to a predetermined class, 
and it is used in the classification of the image itself, in 
determining the presence and type of abnormality, as well 
as in prediction. With segmentation, the image is divided 
into different segments, and the method of classification 
of individual voxels is most often applied. A certain issue 
that limits the application of this method and makes it 
computationally inefficient prompted the development of 
a fully convolutional neural network, (fCNN), whose ad-
vantage is manifested in avoiding repeated turns by ana-
lyzing the image in a wider context and labeling segments 
of all voxels simultaneously [16]. Segmentation can be 
divided into manual, semi-automatic and automatic. With 
manual segmentation, the radiologist marks the regions 
of interest manually, which makes it time-consuming and 
insufficiently precise. This lack of manual segmentation 
prompted the development of semi-automatic segmen-
tation that segments specific regions with the help of 
software based on data obtained from manual segmen-
tation. Given that the similarity between manual and 
semi-automatic segmentation in segmentation time was 
established, a significant shift was observed only with au-
tomatic segmentation, which performs the segmentation 
process completely automatically using software, without 
previous manual segmentation [17]. Finally, DL was also 
applied in detection whose task is to localize and specify 
the object in the image, and this step is significant in the 
identification of abnormalities [14].

The aim of the paper
The aim of this paper is to describe AI and its application 
in radiology, especially in the MRI modality. In this review 
paper, the basic concepts of how DL algorithms improve 
image reconstruction and lead to faster and more accu-
rate results, both in the detection of knee diseases and in-
juries, and in the assessment of bone age, are discussed.

Discussion

Application of artificial intelligence 
in magnetic resonance imaging

Due to the precise presentation of anatomical and func-
tional data without the use of ionizing radiation, MRI is 
considered one of the most effective radiological methods 
for establishing a medical diagnosis [18]. By increasing 
the strength of the magnetic field, the signal-to-noise 
ratio increases and the spatial resolution of the image 
improves, and the image acquisition process itself is ac-
celerated [19]. Since image reconstruction is at the very 
center of MRI work, it is an area of interest in numerous 
researches as well as in the application of DL. In addition 
to reconstruction, DL also found its application in image 
post-processing and contributed to quality improve 
ment by reducing artifacts and removing noise. A signifi-
cant limitation of MRI is the duration of imaging, which is 
especially a problem when imaging the musculoskeletal 
system due to the risk of motion artifacts [16]. Therefore, 
the application of DL led to the development of accelerat-
ed acquisitions, and the most effective was the variational 
network (VN), based on multiple coils, applied specifically 
in knee MRI imaging [20].

Artificial intelligence in magnetic 
resonance imaging of the knee
MRI has proven to be the gold standard in knee imaging 
due to good contrast and soft tissue imaging, especially 
in the detection of knee injuries, among which the most 
common are meniscus injuries and anterior cruciate liga-
ment tears, then in the diagnosis and prevention of knee 
diseases and age assessment. AI has found its applica-
tion in the creation of different knee segmentation models 
and thus contributed to faster, more precise and reliable 
diagnosis, but also in the actual visualization of the knee 
anatomy and its segmentation, which enables a three-di-
mensional display and excellent diagnostic interpretation. 
Segmentation of several different tissues achieves a more 
detailed anatomical view and thus enables the knee to be 
viewed in all three dimensions, which is also important for 
the detection of potential pathology [21].

Application of artificial intelligence in osteoarthritis
Osteoarthritis (OA) is a degenerative joint disease that 
can also affect the meniscus and ligament [22]. The knee 
joint is most often affected, which is characterized by ir-
reversible degeneration of the articular cartilage. Given 
that this is an irreversible damage, early diagnosis of this 
disease is important to stop its spread and postpone total 
knee replacement [23]. Given that bone degeneration can 
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only be seen in advanced conditions with classical radi-
ography, MRI is considered the most effective, providing 
greater potential in early diagnosis of OA due to better 
cartilage representation [24] and quantitative biomarker 
analysis [23]. One of the most important parts of the 
diagnostic medical image is the segmentation process, 
which makes it possible to distinguish pathology from 
healthy tissue [25]. Segmentation divides the image into 
meaningful parts, and it consists of the classification of 
each pixel of the image into certain classes [26]. Today, 
automatic segmentation has found wide application in 
diagnostics due to its speed and the fact that it does not 

depend on the intervention of a doctor, which makes it a 
precise and accurate approach (Figure 2) [23]. 

Initially, the segmentation was based on the applica-
tion of 2D DL, when it comes to the assessment of knee 
OA, and mostly CNN segmentation was based on the 
U-net architecture composed of encoders and decoders 
[27,28]. Technological progress led firstly to the applica-
tion of automatic segmentation with a combination of 2D 
and 3D modeling [29], and then to the development of 
segmentation based only on the 3D model, among which 
the first to develop “μ – Net” for multi-class segmentation 
of cartilage (Figure 3) and meniscus [23]. 

Also, DL enabled the development of a super-
resolution algorithm for processing MRI images that 
reconstructs low-resolution images into high-resolution 
images, which reduces noise and artifacts in the image 
to a minimum and improves the quality of the image itself 
[30]. The use of AI has attracted considerable attention 
from scientists in the detection of OA in presymptomatic 
healthy individuals [31], and the approach described and 
applied in several studies is three-dimensional transport-
based morphometry (TBM) [32-35]. Due to the direct 
display of early biochemical cartilage deformations, this 
approach proved to be suitable for diagnostic use and pre-
clinical detection of the disease in the reversible phase, 
and the results showed that it is able to identify the risk of 
developing the disease even three years before the diag-
nosis is established [36]. The disadvantage of CNN is the 
need for a large memory, which led to the creation of an 
adequate replacement, the so-called holistically nested 
network (HNN), which memory size is reduced by half 
[37]. A landmark study of 2481 participants presented a 
DL-based model for automatic segmentation on a 3 T MRI 
device, which calculated cartilage thickness values for 14 
separate regions of interest in the knee joint and was able 
to incrementally measure changes in the structure of the 
cartilage itself and on that way actually determine the 
process of development of the disease itself. The results 
showed that cartilage thickness wears out proportionally 
with aging and was more prominent in men than in women 
of any age group [38], and automatic segmentation based 
on DL proved to be very effective when applied to a large 
population of people [ 39].
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Figure 2. Presentation of the original MRI image 
(a) of the knee cartilage, and comparison of 
manual (b) and automated segmentation (c)

Source: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8598325/ 

Figure 3. Presentation of 3D visualization of cartilage segments on a sagittal 
section (a,b) and presentation of cartilage segmentation (c)

Source: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8598325/ 

 a) b) c) 
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Application of artificial intelligence 
in knee injury diagnostics

Meniscus injuries and anterior cruciate ligament tears are 
among the most common knee injuries. When diagnos-
ing knee injuries, the most suitable method is MRI, and 
automated interpretation models based on CNN have 
been developed using AI. One of them is MRNet, whose 
usefulness is based on the speed of establishing a diag-
nosis, i.e. it only takes a few minutes to perform all the 
classifications in relation to the interpretation by a doc-
tor, which can take up to several hours [40]. In particular, 
when diagnosing meniscal injury, the Mask R-CNN method 
based on DL was developed and proved to be effective 
due to improved data processing and reduced possibility 
of error (Figure 4) [41]. 

Furthermore, the CNN model should be highlighted, 
the importance of which lies in the fact that, in addition 

to the detection of the meniscus rupture itself, it can also 
successfully determine the type of rupture (Figure 5) [42]. 

The proven connection between pathological condi-
tions of the meniscus and osteoarthritis has awakened 
a growing interest in the early detection of pathologies 
in order to diagnose osteoarthritis in early stage. Con-
ventional MRI sequences are unsuitable for quantitative 
data evaluation, which led to the use of ultrashort echo 
time sequences. The DL model proposed for automatic 
segmentation of the meniscus showed successful results 
compared to the results of two radiologists who performed 
manual segmentation and thus proved to be relevant for 
displaying quantitative meniscus data important in diag-
nosing and monitoring osteoarthritis [43]. When classify-
ing rupture of the anterior cruciate ligament, in addition 
to the aforementioned model, presented by the so-called 
Inception-v3 DTL CNN model which, compared to previ-
ously used models, achieved a higher training accuracy 
by 3.1% and testing accuracy by 9.9%, when it comes to 
crack detection [44]. The importance of the classification 
of anterior cruciate ligament rupture is also in the preven-
tion of osteoarthritis [45]. One study proved a connection 
between the anteriro cruciate ligament and the femoral 
intracondylar fossa, and it was shown that those patients 
who have a lower volume of the femoral intracondylar 
fossa have a higher risk of anterior cruciate ligament rup-
ture. For the reconstruction of the anterior cruciate liga-
ment, the so-called notchplasty to increase the intracon-
dylar fossa, and in order to avoid frequent performance 
of this procedure, the preoperative application of MRI is 
introduced to display the structures of the knee joint using 
automatic segmentation based on DL due to its excellent 
ability to independently learn from the provided data 
(Figure 6). This Res-UNet model achieved a segmentation 
speed of 3 to 5 seconds, which is very useful compared to 
manual segmentation that required 10 minutes to achieve 
the same results, and this model proved to be useful in 
clinical application [46]. 
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Figure 4. Visual representation of the MRI meniscus 
data set. Figure (a) shows object labeling and Figure 

(b) is derived from a deep learning model
Source: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9253363/

Figure 5. Presentation of MRI images of all types of meniscal tears
Source: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9150332/ 
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Application of artificial intelligence 
in age estimation
In addition to helping to diagnose diseases mainly re-
lated to the growth of children [47, 48], the importance 
of bone age is also evident in unidentified individuals for 
determining juvenile status, which is often the case in im-
migration and legal proceedings [49]. Initially, traditional 
methods were used to estimate age, whereby bone age 
was determined using the bones of the wrist and hand 
[47], and bone development was shown using standard 
X-rays [50]. Two methods were most often used, Greulich 
Pyle (GP), where bone age was determined by compar-
ing the patient’s image with the closest reference image 
in the atlas, and Tanner-Whitehouse 2 (TW2), a method 
based on a scoring system that proved to be more ob-
jective. and more reproducible than the GP method, but 
more time-consuming [48]. In addition to radiography of 
the hand, radiography of the knee also proved to be suit-
able due to the possibility of displaying the epiphyses of 
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Figure 6. Comparison of manual volume segmentation 
of the femoral intracondylar notch (a) and automatic 

segmentation using the Res-UNet model
Source: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9074347/ 

Automatic SegmentationManual Segmentation

Figure 8. Presentation of the proposed CNN model for automatic age estimation
Source: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6923761/ 

MRI Sequence Informative Images

CNN: Age 
Prediction

Predicted  
Age

CNN: Image 
Selection

Figure 7. Examples of informative (taken) and non-
informative (discarded) images for segmentation

Source: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6923761/ 

Informative Image Noninformative Images

Figure 9. Proposed model for automatic age estimation
Source: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7870623/ 
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three bones simultaneously without superimposing other 
structures with a small dose of radiation [51]. Due to the 
time-consuming and inaccuracy of traditional methods, 
the automatic age estimation based on DL, which is based 
on radiographs of the hand, was first introduced [52], and 
after the automation of age estimation based on hand ra-
diographs proved successful, the DL model for automatic 
age estimation based on radiographs of the knee, which 
stood out for its high accuracy and excellent performance 
was also presented [51]. Certain shortcomings of tradi-
tional methods have encouraged the use of automatic 
segmentation to avoid the long duration of age estima-
tion and the dependence on the subjective assessment of 
radiologists [49] and the use of MRI for earlier detection of 
cartilage ossification changes [53]. Automatic segmenta-
tion began to be applied in MRI of the knee due to the 
knowledge about the intensity of the cartilage signal in 
the knee, which is displayed in men up to 30 years of age, 
and in women 29 years of age, and due to the balanced 
maturation of the ossification centers in both sexes. When 
training the DL model, informative images with visible 
growth zones and non-informative images with no clearly 
visible growth zones were used (Figure 7). 

The DL model was trained in a way to classify the most 
informative part of the image, namely the growth plate, 
epiphysis and metaphysis (Figure 8), and the importance of 
the model in this study is its ability to determine chronolog-
ical age in addition to bone age, as well as a high percent-
age of classification accuracy minors in both sexes [49]. 

Because there is no ionizing radiation, MRI has be-
come the primary method of choice for age estimation in 
unidentified young humans, and the automatic segmenta-
tion model consists of three parts. In the first step, the 
uneven signal is corrected as a consequence of the inho-
mogeneous magnetic field and the volume of interest is 
determined by automatic cropping. This is followed by the 

extraction of structures relevant to age estimation and 
finally the age estimation based on the processed data. 
This principle stood out with excellent results in good 
regression, using the most coronary sections, and in the 
classification whose importance stands out the most in 
forensic age assessment (Figure 9) [54].

Conclusion

Technological progress manifests itself in radiology pri-
marily through the development of different imaging 
modalities, but also through the implementation of AI, 
which excelled in automatic analysis and establishment 
of diagnosis. MRI is a modality that stands out for its ex-
cellent contrast of soft tissue without the use of ionizing 
radiation, and ML, which proved to be the most significant 
for radiological practice, found its application in the crea-
tion of various models for automated segmentation of the 
knee and thus contributed to faster, more accurate and 
more reliable disease diagnosis. and knee injury, but also 
age estimation. Since it is still an abstract topic, there are 
many opinions that AI is a threat to radiologists, but it will 
never be able to completely replace radiologists, since 
their work includes contact with the patient, their medical 
judgment, interventional procedures and numerous other 
tasks that cannot be replaced by the computer itself. In 
contrast, the integration of AI in radiology, but also in 
other branches of medical science, should be viewed op-
timistically, as a help and relief primarily for radiologists 
when processing the large amount of data they encounter.

All data in this paper are part of the results of the 
undergraduate thesis “ Application of artificial intelligence 
in magnetic resonance imaging of the knee” written at 
the University Department of Health Studies, University 
of Split [55]. n

Umjetna inteligencija u oslikavanju koljena magnetnom rezonancijom
Sažetak

Uvod: Tehnološkim napretkom dolazi do sve veće uporabe radioloških snimanja, a povećanjem broja snimanja 
dolazi do povećanog radnog opterećenja radiologa. Pokretačem primjene AI u radiologiji smatra se upravo 
smanjenje radnog opterećenja radiologa i potreba za bržom i preciznijom uspostavom dijagnoze.
Cilj rada: Cilj ovog rada je približiti čitatelju implementaciju AI u radiologiji, posebno kod modaliteta MRI te na 
koji način algoritmi dubokog učenja pospješuju rekonstrukciju slike.
Rasprava: Brojna su istraživanja potvrdila značaj implementacije strojnog učenja, podskupa umjetne 
inteligencija, u radiološki sustav. U ovom preglednom radu izdvojena su brojna istraživanja primjene dubokog 
učenja kod magnetne rezonancije, a naglasak je na modelima za automatsku segmentaciju. Automatska 
segmentacija pokazala je izvrsne rezultate kod ranog otkrivanja osteoartritisa, zatim kod puknuća prednjeg 
križnog ligamenta i meniska, najčešćih ozljeda koljena, a također se u novije vrijeme model dubokog učenja 
istaknuo i kod automatske procjene koštane dobi. Automatskom segmentacijom postigla se, prije svega visoka 
točnost i preciznost, objektivnost i ušteda vremena.
Zaključak: Dosadašnja istraživanja već su istaknula značajnu prednost primjene strojnog učenja u radiologiji 
te iznimnu kompatibilnost u radu radiologa i strojnog učenja, čime se postižu precizne i brze dijagnoze. Sve 
je to veliki poticaj za daljnja istraživanja, a tehnološki napredak zasigurno će ubrzati njegovu integraciju u 
kliničku praksu.
Ključne riječi: automatizirana segmentacija; duboko učenje; MRI; umjetna inteligencija
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