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Summary
 Introduction: Anxiety and depression are two leading human psychological disorders. In this work, several swarm intelli-
gence-based metaheuristic techniques have been employed to find an optimal feature set for the diagnosis of these two human psycho-
logical disorders. 
 Subjects and Methods: To diagnose depression and anxiety among people, a random dataset comprising 1128 instances and 
46 attributes has been considered and examined. The dataset was collected and compiled manually by visiting the number of clinics 
situated in different cities of Haryana (one of the states of India). Afterwards, nine emerging meta-heuristic techniques (Genetic algo-
rithm, binary Grey Wolf Optimizer, Ant Colony Optimization, Particle Swarm Optimization, Artificial Bee Colony, Firefly Algorithm, 
Dragonfly Algorithm, Bat Algorithm and Whale Optimization Algorithm) have been employed to find the optimal feature set used to 
diagnose depression and anxiety among humans. To avoid local optima and to maintain the balance between exploration and exploita-
tion, a new hybrid feature selection technique called Restricted Crossover Mutation based Whale Optimization Algorithm (RCM-WOA) 
has been designed.
 Results: The swarm intelligence-based meta-heuristic algorithms have been applied to the datasets. The performance of these al-
gorithms has been evaluated using different performance metrics such as accuracy, sensitivity, specificity, precision, recall, f-measure, 
error rate, execution time and convergence curve. The rate of accuracy reached utilizing the proposed method RCM-WOA is 91.4%.
 Conclusion: Depression and Anxiety are two critical psychological disorders that may lead to other chronic and life-threatening 
human disorders. The proposed algorithm (RCM-WOA) was found to be more suitable compared to the other state of art methods.
Keywords: Depression, Anxiety, Diagnosis, Swarm Intelligence, Psychological Disorder, RCM-WOA.

* * * * *

INTRODUCTION

The study of the human mind and behaviour is sci-
entifically known as psychology. It is related to mental 
health, development, behaviour, cognition etc. Some-
thing wrong with any of these gives rise to different 
disorders called psychological disorders in humans. 
These disorders are the conditions that affect the feel-
ings, thoughts, emotions, cognition and behaviour of an 
individual. In other words, it is a psychological dys-
function in humans that is related to the impairment of 
unexpected reactions (Kaur, 2019). The term is inter-
changeably used as mental illness, psychiatric disorders 
or mental disorders. Like other disorders, psychologi-
cal disorders also have genial as well as adverse states. 
An individual of any age can be a victim of this human 
disorder. Patients with poor physical health are more 
prone to suffer from any psychological disorder. Along 
with psychological and physical factors, other factors 
such as biological, environmental, social etc. increases 

the risk of different psychological disorders in human 
(Brewin, 2010). 

According to world data in 2017 (Walker, 2015), New 
Zealand, Australasia and Australia were the top-ranked 
countries, where 18.7%, 18.4% and 18.3% of the pop-
ulation were suffering from different psychological dis-
orders respectively. Surprisingly, only 9.7% population 
in Vietnam was suffering from mental illness. Figure 1 
shows that 231 countries were affected by the risk of dif-
ferent psychological disorders all over the world.11% and 
12 %population of 62 and 57 countries respectively were 
suffering from these disorders. 

There are only three countries (Azerbaijan, Colombia 
and Vietnam) in the world where the rate of patients suf-
fering from psychological disorders was 10% of the pop-
ulation. India is in the 47th position where 14.5% of the 
population was a victim of different psychological dis-
orders. Figure 2 shows the prevalence of psychological 
disorders in twelve states (Assam, Uttar Pradesh, Gujarat, 
Rajasthan, Jharkhand, Kerala, Chhattisgarh, Tamil Nadu, 
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Figure 1. Percentage of the population suffering from psychological disorders all over the world(Walker, 2015)
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West Bengal, Punjab, Madhya Pradesh and Manipur) of 
India. The percentage of psychologically disordered pa-
tients was highest (14.1%) and lowest (5.8%) in Manipur 
and Assam respectively. 

There were three states (Assam, Uttar Pradesh and Gu-
jarat) where the psychologically disordered victims were 
less than 10% and in nine states (Rajasthan, Jharkhand, 
Kerala, Chhattisgarh, Tamil Nadu, West Bengal, Punjab, 
Madhya Pradesh and Manipur) victims were more than 
10% of the population. 

Depression is a serious disorder with an unknown 
cause. Researchers suspect that the cause may be a com-
bination of current events and some personal or long-
term factors instead of immediate events. There are nine 
different types of depression namely major depressive 
disorder, persistent depressive disorder, bipolar disor-
der (major depressive disorder and mania), postpartum 
depression, premenstrual dysphonic disorder, seasonal 
affective disorder, atypical depression, situational depres-
sion and depressive psychosis from a medical standpoint. 
Symptoms of depression vary from minor to severe types 
of depression (Thapar, 2017).

There is another serious mental condition i.e. anxiety 
disorder. It is a group of mental disorders characterized 
by significant feelings of anxiety and fear. Occasional 
anxiety is an expected part of life. Normally there exist 
many events where we feel anxious. We might feel anx-
ious when faced with a problem at work, before taking a 

test, or before making an important decision. Anxiety dis-
orders, on the other hand, are more than just a fear. Anxi-
ety does not go away in those who have anxiety disorders, 
and it can get worse with time. Symptoms might disrupt 
daily activities such as work, school, and relationships. 
Generalized anxiety disorders, particular phobias, social 
anxiety disorders (SAD), agoraphobia, separation anxiety 
disorders, panic disorder, and selective mutism are all ex-
amples of anxiety disorders. (Kaltenboeck, 2017).

Depression and anxiety are recurrent mood disorders 
that cause low mood, persistent sadness, loss of interest 
in things, numbness in the body or emotions of anger. 
Feeling sad or low from time to time is an unexceptional 
routine in life (Peyrot, 1997). But when the hopeless-
ness and self-disappointments will not go away or lasts 
for a minimum of two weeks, then it will take a shape 
of a complex issue called depression (Kessler, 2013). 
The process goes in a cycle, initially, any stressor situ-
ation arises due to any personal, financial, environmen-
tal or social factor (Arora, 2020) (Sharma 2020). This 
stress or bad time is classified into a mild, minor serve 
or major serve. Stress triggers the changes in thoughts 
and feelings of an individual such as feelings of afraid, 
guilt, hopelessness, discouragement, embarrassment, 
and lonely. This change leads to wrong and incongruous 
beliefs in the patient that are further reflected in his/her 
behaviour. Behavioural changes get worse as time pass-
es and actuate some physical changes such as sleeping 

Figure 2. Percentage of the population suffering from psychological disorders in India 
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issues, poor appetite, memory issues, concentration pro-
blems etc(Craske, 1990).

The remaining part of this manuscript has highlight-
ed related works. The description of the proposed meth-
od has been presented in subjects and methods section. 
Afterward, results have been presented and discussed. 
Finally, the conclusion and future scope has been men-
tioned.

RELATED WORK

Yoon et al. have stated that the mentally ill, sexually 
abused, and lethargic individuals are the primary victims 
of depression in the US population. The authors classi-
fied data of these individuals and discovered that the ac-
curacy rate attained with J48 is between 80% and 820% 
(Yoon, 2014). Mohammadi et al. used decision trees and 
genetic algorithms to mine data from depressed individu-
als. Electroencephalogram signals (EEG) of 100 patients 
were evaluated and they were classed as healthy or de-
pressed and disordered. The key features were identified 
using GA, and the predictive model was developed using 
a decision tree. MATLAB was used to analyze the data 
(Mohammadi, 2015). Mwangi B.et al. developed a hybrid 
technique for depression prediction using feature selec-
tion and machine learning methods. The authors analyzed 
a dataset of sixty-five records with seventy-two attributes. 
The Relevance Vector Machine (RCM) and support vec-
tor machine were used to accurately diagnose depression 
in patients (90 %) (Mwangi, 2012). Daimi K. et al. have 
presented a strategy for early depression prediction in 
patients. Algorithm J48 was deployed by classifying the 
dataset using the WEKA tool. The approach demonstrat-
ed an accuracy rate of 83.3 % in predicting (Daimi, 2014). 
Dipnall et al. identified important biomarkers related to 
depression using a hybrid strategy that included boosted 
regression and logistic regression. The author used data 
from National Health and Nutrition Examination Study 
(2009–2010), which included 5230 samples. The study 
examines three biomarkers for depression (glucose, se-
rum, total bilirubin, red cells distribution width) out of 
twenty (Dipnall, 2016). Kundra D. et al. classified many 
psychiatric and associated illnesses using the J48 method. 
The algorithm’s specificity and sensitivity are between 
94 and 100 % and 70 and 100 %, respectively (Kundra, 
2014). Huang QR et al. confirmed the prevalence of sleep 
apnea using data mining techniques. The study estab-
lishes obesity as a significant risk factor for this disease 
(Huang, 2008).

Sumathi et al. have applied eight ML techniques for 
the diagnosis of anxiety and other mental issues. A dataset 
of sixty disordered cases was collected. Twenty-five char-
acteristics that have been found as crucial in diagnosing 
the issue were considered. Feature Selection techniques 
were applied to the entire attributes dataset to decrease 
the attributes. The author compared the accuracy of mul-
tiple ML algorithms on both the entire attribute set and a 
subset of the attributes. The results indicate that the three 
classifiers tested, the Multilayer Perceptron, the Multi-
class Classifier, and the LAD Tree produced more accu-
rate results (Sumathi, 2016). Deziel M. et al. conducted a 
survey of engineering students at a Canadian institution. 
The authors analyzed the mental health of pupils using 
five components ability to live happily, balance, resil-
ience, flexibility and self-actualization. The authors noted 
that second-year students scored higher on mental health 
than first- and final-year students. Second, pupils enrolled 
in academic programs with a flexible curriculum score 
highly in terms of mental health. Finally, female students’ 
mental health is poorer th an male students (Deziel, 2013). 
Kimberly et al. have used machine learning algorithms to 
analyze PAPA data from two large community studies to 
find subsets of PAPA items that could be converted into 
an efficient and relevant screening tool for determining a 
young child’s anxiety disorder risk. Moreover, the authors 
were able to reduce the number of elements required to 
determine a child who is at risk for an anxiety disorder 
by an order of magnitude using ML, with an accuracy 
of over 96 % for both GAD and SAD. A continuous risk 
score has been given to represent the child’s risk of sat-
isfying GAD or SAD criteria, rather than seeing GAD or 
SAD as discrete entities (Kimberly, 2016). AnuPriya et al. 
used five machine learning algorithms to predict anxiety, 
depression, and stress in the study. This disorder Scale 
questionnaire was used to collect data from employed 
and unemployed people from various cultures and group 
them to implement these algorithms (DASS 21). As a 
result, the F1 score metric was added, which assisted in 
identifying the best accuracy model as the Random Forest 
among the five used algorithms. The specificity parameter 
also demonstrated that the algorithms were particularly 
sensitive to unfavourable outcomes (Anu, 2020).

Table 1 summarizes the research conducted by several 
prominent writers on diagnosing various psychiatric dis-
eases, including the details of the various soft computing 
methodologies used to diagnose the disease. Additionally, 
the prediction rate of accuracy obtained by multiple authors 
in their study utilizing various soft computing techniques 
for diagnosing various psychiatric diseases is shown. 
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SUBJECTS AND METHODS

Clinical diagnosis is subject to a variety of errors. 
It’s challenging to notice and work with indirect and 
unknown correlations between symptoms and the end 
product. When the symptoms of one disease overlap with 
those of another, experts and doctors sometimes identify 
the condition incorrectly. Aside from that, the temporal 
nature of symptoms may go overlooked by traditional di-
agnostic techniques, which are based on discrete data. A 
disease’s stage evolves with time, necessitating the use of 
up-to-date treatment. Various inconsistencies in the fore-
cast may go overlooked in the absence of doctors in the 
time of telemedicine and widespread self-diagnosis tools. 
The treatment’s dynamism is also a source of concern. 
Treatment must be modified as a condition progresses to 
provide better results for patients. When a diagnosis com-
prises a vast dataset and a lot of unknowns, maintaining 
accuracy becomes tough (Raymer, 2015).

Data Description

The dataset has been collected under the guidance of 
the subject experts. It has been collected through personal 
meetings with the patients under the guidance of health-
care professionals and subject experts. A questionnaire 

designed under the guidance of subject experts was de-
signed and used for the same. The criteria (attributes) 
along with their Likert scales have been finalized with the 
help of subject experts and as per the DSM benchmark. A 
copy of the approval of the institution’s ethics committee 
has also been attached (Annexure).

To diagnose depression and anxiety among people, 
a random dataset comprises 1128 instances and 42 at-
tributes(16 attributes for personal details such as name, 
state, city, area, occupation, weight, diet, height, mari-
tal status, family size, addiction, income, family history, 
physical injury, suffering from any disorder etc. and 26 
attributes are symptoms of depression and anxiety such as 
depressed mood, crying episodes, loss of interest, mem-
ory loss, fatigue, concentration problem, pounding heart, 
sweating, shortness of breath, abdominal distress, faint-
ing feeling, decision making, confidence, sleeping prob-
lem, headache, poor appetite, level of thinking, a feeling 
of guilt, loss of libido, the thought of death etc.) The re-
sponses for symptoms were recorded in the form of cate-
gorical variables (five-point psychometric scale) such as 
0-Never, 1-Rarely, 2- Sometimes, 3-Often, 4-Very often.

The data collected is grouped into variables related 
to personal details and physical features (variables from 
1–16); and psychological features (variables from 17– 
42). Table 2 shows these variables.

Table 1. Review of different research using soft computing techniques

(Author, Year) Disorder Best Technique Accuracy

(Xiao, 2012) Parkinson GA, SVM 91.8%

(Xiao, 2012) Parkinson GA, SVM 91.8%

(Yang, 2013) Alzheimer PSO-SVM 94.12%

(Hiesh, 2013) Schizophrenia GA, SVM 88.24%

(Sivapriya, 2013) Dementia PSO-LSSVM 96%

(Shahbakhi, 2014) Parkinson GA (4 features) 96.06%

(Abed, 2015) Sleep Apnea GA, SVM 90.09%

(Naskar, 2016) Parkinson GA-NN 96.55%

(Ranjith, 2017) Stress detection PSO, FFNN 93.25%

(Sayed, 2017) Alzheimer MFO 78.33%

(Shon, 2018) Stress detection GA 71.76%

(Vaishali, 2018) Autism FA, SVM, MLP 96.66%
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Table 2. Feature sets 

Category Feature Set Values Level

Personal and  
Physical Features

State Text N/A
City Text N/A
Area Rural/ Urban 2

Occupation
Student: UG/ PG/ PhD 
Employee: Private/ Govt./ 
 Business

4

Gender Male/ Female 2
Age 0-12/13-18/19-40/41-60/ Above 60 5
Weight (Kgs) Number N/A
Height (Fts) Number N/A
Deit Veg/Non Veg 2
Marital Status Married/ Unmarried/ Other 3
Addiction Smoking/ Alcohol/ Drug/ None 4
Family Size Nuclear/ Joint 2
Financial status (Lakhs) Less than 1/ 1-2/ 2-5/ above 5 4
Any family history Yes/no 2
Patient suffering from any physical injury Yes/no 2
Patient suffering from any mental stress Yes/no 2
Suffering from diabetes or thyroid Yes/no 2
Abnormal mensturation cycle Yes/no 2

Psychological  
Features

Level of depressed mood 0-4 5
Level of Crying Episodes 0-4 5
Feeling loss of interest in doing things  
once pleasurable 0-4 5

Memory loss 0-4 5
Level of fatigability 0-4 5
Facing concentrating problem 0-4 5
Pounding Heart 0-4 5
Sweating 0-4 5
Shortness of Breath 0-4 5
Abdominal Distress 0-4 5
Fainting Feeling 0-4 5
Facing problem in making decisions 0-4 5
Level of Confidence 0-4 5
Trouble falling asleep/ Sleeping too much 0-4 5
Feeling tired upon waking 0-4 5
Headache 0-4 5
Poor appetite 0-4 5
Level of Irritability 0-4 5
Level of thinking 0-4 5
Moving or speaking so slowly that other 
people could have noticed 0-4 5

Anxious or worried for no good reason 0-4 5
Feeling of guilty 0-4 5
Being so fidgety or restless that you have 
been moving around a lot more than usual 0-4 5

Loss of Libido 0-4 5
Satisfaction in Sexual life 0-4 5
Thoughts that you would be better off  
dead, or of hurting yourself in some way. 0-4 5
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Design of Restricted Crossover and  
Mutation-based Whale Optimization Algorithm  
(RCM-WOA) 

Several nature-inspired and swarm intelligence based 
algorithms have proven to be convenient and effective 
for addressing different real-life optimization in the do-
main of machine learning (feature selection (Kaur, 2022), 
query optimization (Sharma, 2013), finance (Gao, 2022), 
robotics (Zhang, 2022), image processing (Shang, 2022), 
agriculture (Maravea, 2022) and medical diagnosis (Mon-
ga, 2022) (psychological (Sharma, 2018), neurological & 
neuropsychiatric (Gautam, 2020), diabetes, cardiology 
(Kaur, 2018)).These algorithms can also be easily paral-
lelized, which makes them ideal for large-scale problems 
(Sharma, 2012).

Mirjalili and Lewis of Australia introduced the WOA 
as a revolutionary swarm intelligence optimization al-
gorithm in 2016 (Mirjalili, 2016). The diminishing sur-
rounding, spiral updating position, and random hunting 
methods of humpback whale pods are all simulated by 
this algorithm, which was inspired by the natural hunting 
mechanism of humpback whales. Humpback whales are 
the world’s largest mammals. They are one of seven dis-
tinct whale species. It also features a one-of-a-kind hunt-
ing technique called bubble-net feeding. Because their 
brains have spindle cells, they are undeniably intelligent. 
The production of unique bubbles in the shape of a spi-
ral or route allows for this foraging behaviour. When the 
leader whale sees the prey, he dives down 12 metres and 
forms a spiral-shaped bubble around it before swimming 
up to the surface and following the bubbles. The expert 
whale assists the leader by giving a synchronization call. 
Behind the leader, the rest form a formation and occu-
py the same place for each lunge. Encircling prey, bub-
bling-net attacking, and searching for prey are the three 
stages of this model.

In terms of convergence speed and producing an op-
timal solution, meta-heuristic optimization algorithms 
have both advantages and limitations. The WOA has 
several advantages over other optimization algorithms, 
including its ease of use and a low number of adjustment 
parameters. The algorithm can establish a good balance 
between exploration and exploitation capabilities by ad-
justing, and enhancing the probability of having away 
from the local optimum. The exploitation phase of the 
WOA, on the other hand, is entirely reliant on randomness, 

resulting in less convergence accuracy and speed. But, 
the limitations of WOA have also been observed. Con-
vergence and speed are also affected by controlled param-
eters. This parameter has a significant impact on WOA 
performance. As a result, in both the exploration and ex-
ploitation stages, WOA has a slow convergence rate. As 
a result, adequate augmentation is required for balancing 
formulation between exploitation and exploration. Fur-
thermore, WOA employs the encircling process in search 
space, which is less capable of jumping out of local opti-
ma. As a result, it leads to poor performance. It is worth 
stating that WOA cannot be used for classification or di-
mensionality reduction because it was not designed for 
binary spaces. It requires extra functions to handle single 
and multidimensional problems.

In response to the drawbacks of WOA, a new hybrid 
feature selection technique called Restricted Crossover 
and Mutation-based Whale Optimization Algorithm 
(RCM-WOA) is proposed. This method has been de-
signed by hybridizing WOA with GA (crossover and 
mutation). Each feature subset in a feature set with n fea-
tures is regarded as the position of a whale, which is an 
n-dimensional vector with each element being 0 or 1. A 
value of “1” indicates that the related feature is selected, 
whereas a value of “0” indicates the feature is not select-
ed. Crossover is performed to replace the features with 
low fitness values with the features with high fitness val-
ues to improve the results. 

𝑋𝐻 = 𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖) > 0.5 (1)

F(X) = 𝑟𝑎𝑛𝑑 × 𝑋𝐻 ∶ 𝑟𝑎𝑛𝑑 < 0.5 (2) 
 𝑟𝑎𝑛𝑑 ∶ 𝑟𝑎𝑛𝑑 > 0.5

And, a suitable rate of mutation has been induced to 
get more optimal results.

𝑋𝑛𝑒𝑤_𝑙𝑒𝑎𝑑 𝑒𝑟 = 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝑋) (3)

𝑋𝑛𝑒𝑤_𝑙𝑒𝑎𝑑 𝑒𝑟[1] = ~𝑋𝑛𝑒𝑤_𝑙𝑒𝑎𝑑 𝑒𝑟[1] (4)

The main work in the proposed algorithm is to im-
prove the updated location process. It boosts whales’ 
ability to hunt prey while also improving the algorithm’s 
overall performance. This method not only preserves the 
ability to balance but also improves the algorithm’s con-
vergence accuracy and speed. 
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RESULTS AND DISCUSSION

The performance analysis of nine meta-heuristic 
swarm intelligence algorithms viz. ((Genetic algorithm 
(GA) (Mirjalili, 2019), binary Grey Wolf Optimiz-
er (GWO) (Mirjalili, 2014), Ant Colony Optimization 
(ACO) (Dorigo, 2006), Particle Swarm Optimization 
(PSO) (Poli, 2007), Artificial Bee Colony (ABC) (Karabo-
ga, 2007), Firefly Algorithm (FA) (Gandomi, 2013), 
Dragonfly Algorithm (DA) (Mirjalili, 2016), Bat Algo-
rithm (BAT) (Yang, 2010) and Whale Optimization Algo-
rithm (WOA)) and the proposed algorithm (RCM-WOA) 
in terms of performance metrics viz. accuracy, sensitiv-
ity, specificity, precision, error rate, execution time and 
convergence graphs are elaborated in this section. Table 
3 shows the minimum, maximum and average accuracy 
rates of GA, bGWO, ACO, WOA, ABC, BAT, PSO, FA, 

DA and RCM-WOA in finding the optimal set of features 
for depression and anxiety datasets.

From all nine meta-heuristic swarm intelligent algo-
rithms (GA, bGWO, ACO, WOA, ABC, BAT, PSO, FA 
and DA) the proposed algorithm RCM-WOA shows 
better results. The rate of accuracy has been improved 
by 1-2.6%. The best rate of accuracy, sensitivity, speci-
ficity, precision, f-measure, error rate and execution time 
achieved is 0.914, 0.855, 0.984, 0.857, 0.843, 0.057 and 
1.85 respectively. However, the lowest average accuracy 
rate is shown by bGWO and FA.

The convergence speed is another important charac-
teristic of the optimizer. For the validation of the results, 
the convergence graph of all ten techniques has been pre-
sented. Figure 3 represents thirty different convergence 
curves with minimum, maximum and average conver-
gence speeds of these techniques when the number of 

Hybrid RCM-WOA Algorithm
Initialize the position of search agents (Whales): Xi (i=1, 2, 3….n)
Calculate the fitness of each search agent: Fitness(Xi), XLeader is the best search agent
While (t < maximum iteration)
  For each search agent (Xi) 
Update a, A, C, l, and p
  If (p<0.5)
    If (|A|< 1)
      Crossover the high fitness value agents (XH) with the low fitness value agents (XL)
      XH = Fitness(Xi)>0.5

  rand × XH : random<0.5 
      F(X) =  
  rand : random>0.5

      Mutate leader (5% mutation)
Xnew_leader = Position(X); Xnew_leader[1] = ~Xnew_leader [1]
elseif (|A|< 1)
      Select random leader: Xrand_leader = abs(C*XLeader – X) 
      Update the position of new leader: Position(Xrand_leader) = XLeader–A.D
    End if
elseif (p>0.5)
    Change the search direction and position of search agents
    D = XLeader -X
X (t + 1) = D ·e bl·cos (2πl) + X ∗(t)
    end if
    end for
Calculate fitness of each search agent
Update XLeader

t = t+1
end while
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Table 3. Results

 GA bGWO ACO WO ABC BAT PSO FA DA RCM-
WOA

A
cc

ur
ac

y

m Min 0.854 0.852 0.853 0.854 0.845 0.852 0.854 0.809 0.818 0.871
Max 0.865 0.864 0.864 0.863 0.861 0.863 0.864 0.865 0.862 0.887
Avg 0.869 0.865 0.865 0.865 0.856 0.865 0.864 0.845 0.854 0.878

M Min 0.877 0.875 0.875 0.884 0.887 0.885 0.885 0.880 0.883 0.903
Max 0.904 0.904 0.903 0.903 0.897 0.904 0.904 0.899 0.898 0.914
Avg 0.900 0.900 0.898 0.900 0.892 0.897 0.895 0.893 0.894 0.911

A Min 0.871 0.873 0.875 0.871 0.874 0.871 0.873 0.865 0.873 0.889
Max 0.878 0.875 0.888 0.889 0.882 0.885 0.890 0.884 0.885 0.899
Avg 0.876 0.872 0.886 0.885 0.876 0.882 0.884 0.874 0.880 0.897

Se
ns

iti
vi

ty

m Min 0.429 0.449 0.589 0.390 0.528 0.394 0.546 0.204 0.364 0.625
Max 0.693 0.706 0.654 0.671 0.649 0.667 0.645 0.615 0.641 0.729
Avg 0.604 0.632 0.618 0.592 0.579 0.592 0.607 0.451 0.548 0.658

M Min 0.728 0.748 0.749 0.739 0.732 0.723 0.739 0.714 0.731 0.766
Max 0.823 0.818 0.823 0.836 0.805 0.836 0.818 0.818 0.797 0.855
Avg 0.789 0.794 0.797 0.799 0.776 0.777 0.780 0.760 0.779 0.814

A Min 0.683 0.700 0.710 0.695 0.681 0.677 0.678 0.617 0.682 0.720
Max 0.732 0.709 0.729 0.727 0.698 0.726 0.724 0.698 0.721 0.753
Avg 0.721 0.704 0.727 0.721 0.688 0.708 0.716 0.646 0.695 0.737

Sp
ec

ifi
ci

ty

M Min 0.909 0.910 0.902 0.902 0.903 0.897 0.897 0.906 0.906 0.920
Max 0.922 0.921 0.916 0.920 0.918 0.921 0.921 0.913 0.923 0.935
Avg 0.917 0.913 0.914 0.912 0.911 0.912 0.912 0.903 0.913 0.929

M Min 0.904 0.920 0.918 0.918 0.920 0.930 0.915 0.921 0.924 0.940
Max 0.963 0.938 0.948 0.963 0.943 0.971 0.939 0.965 0.944 0.984
Avg 0.939 0.932 0.937 0.938 0.936 0.940 0.933 0.947 0.936 0.958

A Min 0.924 0.924 0.924 0.926 0.922 0.921 0.921 0.911 0.927 0.936
Max 0.932 0.930 0.930 0.934 0.930 0.932 0.932 0.935 0.931 0.949
Avg 0.928 0.927 0.927 0.928 0.925 0.927 0.927 0.933 0.928 0.947

Pr
ec

is
io

n

M Min 0.682 0.693 0.662 0.664 0.643 0.629 0.629 0.603 0.592 0.701
Max 0.701 0.708 0.705 0.696 0.689 0.702 0.702 0.690 0.705 0.717
Avg 0.692 0.699 0.688 0.681 0.663 0.676 0.676 0.661 0.665 0.707

M Min 0.740 0.739 0.734 0.745 0.722 0.733 0.733 0.742 0.725 0.752
Max 0.759 0.762 0.763 0.790 0.747 0.778 0.778 0.756 0.753 0.857
Avg 0.749 0.750 0.748 0.756 0.730 0.748 0.748 0.750 0.738 0.781

A Min 0.717 0.710 0.706 0.715 0.695 0.702 0.702 0.694 0.702 0.726
Max 0.726 0.719 0.728 0.723 0.719 0.725 0.725 0.724 0.719 0.738
Avg 0.721 0.716 0.719 0.721 0.702 0.716 0.716 0.710 0.711 0.729

F-
m

ea
su

re

M Min 0.546 0.676 0.637 0.522 0.582 0.523 0.523 0.304 0.450 0.698
Max 0.700 0.714 0.680 0.694 0.673 0.689 0.689 0.664 0.671 0.722
Avg 0.650 0.694 0.660 0.640 0.623 0.644 0.644 0.535 0.603 0.709

M Min 0.756 0.759 0.738 0.757 0.738 0.742 0.742 0.727 0.745 0.778
Max 0.770 0.770 0.775 0.775 0.759 0.781 0.781 0.761 0.761 0.843
Avg 0.762 0.765 0.762 0.767 0.748 0.759 0.759 0.746 0.755 0.819

A Min 0.697 0.734 0.707 0.706 0.686 0.693 0.693 0.643 0.688 0.745
Max 0.734 0.749 0.732 0.734 0.708 0.719 0.719 0.710 0.718 0.766
Avg 0.719 0.742 0.722 0.719 0.694 0.710 0.710 0.672 0.702 0.752
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agents has been varied from five to ten. The graphs have 
been drawn between several iterations versus the best 
values scored for the algorithms. 

It is verified from Figure 3, that independent of the 
number of agents used, the excellent solution can be de-
termined using the hybrid approach of RCM-WOA. The 
fusion of the evolutionary algorithm (GA) and swarm 
intelligent meta-heuristic algorithm (WOA) is the key 
reason for the same. The outcomes for the psychological 

disorder diagnosis (depression and anxiety) problem re-
vealed that the use of restricted crossover and mutation 
operations of GA in the hybrid meta-heuristic algorithms 
(RCM-WOA) effectively balanced both the issues of ex-
ploration and exploitation. 

Wilcoxon’s rank-sum test (Sharma, 2015) is used to 
examine whether the suggested RCM-WOA algorithm 
is significantly better than other algorithms such as GA, 
bGWO, ACO, WOA, ABC, BAT, PSO, FA, and DA or 

Table 4. p-value

GA bGWO ACO WOA ABC BAT PSO FA DA 

Accuracy 1.2E-08 1.7E-14 9.8E-08 8.3E-09 8.6E-06 2.0E-08 2.6E-07 3.4E-07 3.6E-08 

Sensitivity 4.5E-15 1.6E-08 2.6E-14 9.2E-17 7.9E-13 3.7E-16 1.8E-1 6.7E-25 6.1E-20 

Specificity 1.8E-08 1.5E-02 3.0E-09 2.8E-09 2.0E-12 4.6E-12 2.6E-20 9.3E-10 2.2E-17 

Precision 4.1E-13 2.8E-16 7.7E-12 1.9E-09 3.7E-10 6.4E-1 3.9E-14 1.3E-08 1.7E-07 

Recall 4.5E-07 2.7E-19 2.4E-08 5.1E-07 7.3E-06 3.8E-09 1.5E-07 2.9E-03 3.9E-01 

F-measure 7.4E-09 3.4E-19 6.5E-2 8.3E-08 2.3E-11 8.1E-06 3.7E-13 2.1E-02 6.0E-06 

 GA bGWO ACO WO ABC BAT PSO FA DA RCM-
WOA

E
rr

or
 R

at
e

M Min 0.096 0.096 0.098 0.098 0.103 0.096 0.096 0.101 0.102 0.057

Max 0.103 0.105 0.107 0.103 0.113 0.106 0.106 0.110 0.107 0.101

Avg 0.100 0.100 0.102 0.100 0.108 0.101 0.101 0.106 0.104 0.087

M Min 0.122 0.116 0.126 0.125 0.129 0.127 0.127 0.130 0.129 0.108

Max 0.146 0.128 0.137 0.146 0.155 0.148 0.148 0.191 0.182 0.110

Avg 0.112 0.105 0.112 0.111 0.118 0.115 0.115 0.116 0.116 0.100

A Min 0.119 0.111 0.120 0.119 0.126 0.120 0.120 0.132 0.123 0.106

Max 0.114 0.108 0.114 0.115 0.124 0.118 0.118 0.126 0.120 0.103

Avg 0.119 0.118 0.089 0.096 0.214 0.092 0.085 0.116 0.094 0.088

E
xe

cu
tio

n 
Ti

m
e

M Min 25.10 5.85 7.60 5.26 22.11 3.91 3.91 14.79 5.90 1.85

Max 39.28 14.93 7.77 5.81 23.03 7.66 7.66 11.99 6.02 2.11

Avg 32.38 8.87 7.67 5.59 22.61 5.74 5.74 11.23 5.95 1.95

M Min 32.27 6.19 7.79 5.98 23.80 4.24 4.24 13.37 6.25 2.14

Max 45.40 23.19 9.32 8.46 29.69 15.61 15.61 30.08 6.43 3.40

Avg 36.36 10.81 8.37 6.65 25.24 7.78 7.78 16.84 6.36 2.51

A Min 26.76 6.08 7.68 5.79 23.10 4.04 4.04 12.36 6.04 2.05

Max 40.58 16.62 7.97 6.40 24.55 8.90 8.90 15.91 6.14 2.27

Avg 33.40 9.45 7.84 5.99 23.64 6.10 6.10 13.20 6.10 2.14

Prableen Kaur & Manik Sharma: A NOVEL AND HYBRID WHALE OPTIMIZATION WITH RESTRICTED CROSSOVER  
AND MUTATION BASED FEATURE SELECTION METHOD FOR ANXIETY AND DEPRESSION 

Psychiatria Danubina, 2023; Vol. 35, No. 3, pp 355-368



365

Figure 3. Convergence graphs of Dataset
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not. The performance of RCM-WOA on six performance 
metrics (accuracy, sensitivity, specificity, precision, and 
recall) was compared to each of the other algorithms at a 
5% significance level. 

The p-values produced by the test are shown in Table 
4, where p-values less than 0.05 indicate that the null hy-
pothesis is rejected. On the other hand, underlined p-val-
ues (higher than 0.05) indicate that there is no statistically 
significant difference between the compared data. Fortu-
nately, in maximum cases, the p-values are less than 0.05. 
These results represent that the outcomes produced using 
RCM-WOA are significant i.e. the results obtained using 
RCM-WOA are better than GA, bGWO, ACO, WOA, 
ABC, BAT, PSO, FA and DA.

CONCLUSIONS

In this research, nine emerging swarm intelli-
gence-based meta-heuristic techniques ((Genetic algo-
rithm (GA), binary Grey Wolf Optimizer (GWO), Ant 
Colony Optimization (ACO), Particle Swarm Optimi-
zation, Artificial Bee Colony (PSO), Firefly Algorithm 
(FA), Dragonfly Algorithm (DA), Bat Algorithm (BAT) 
and Whale Optimization Algorithm (WOA)) have been 
employed to find the optimal set of features used to di-
agnose depression and anxiety among humans. To avoid 
local optima and to maintain the balance between explo-
ration and exploitation, a new hybrid feature selection 
technique called the Whale Optimization Algorithm with 
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restricted crossover and mutation(WOA-RCM). This 
method has been designed by hybridizing WOA with GA 
(crossover and mutation). The performance of ten swarm 
intelligence-based meta-heuristic algorithms has been 
evaluated using different performance metrics such as 
accuracy, sensitivity, specificity, precision, recall, f-mea-
sure, error rate, execution time and convergence curve. 
For the collected dataset, the best rate of accuracy, sen-
sitivity, specificity, precision, f-measure, error rate and 
execution time reached utilizing the proposed method 
RCM-WOA is 0.914, 0.855, 0.984, 0.857, 0.843, 0.057 
and 1.85 respectively. RCM-WOA outperforms all nine 
soft computing techniques in terms of performance (viz. 
GA, GWO, ACO, WOA, ABC, BAT, PSO, FA and DA). 
For each of the five datasets, the rate of improvement in 
accuracy ranges between 1% and 3%.

In future, the association of these disorders needs 
to be mined at various granular levels. Furthermore, re-
search into the usage of a binary or chaotic variation of 

various nature-inspired computing systems in the diagno-
sis of various human psychological diseases is required. 
Likewise, the effect of a random walk, levy flight and fea-
ture selection is still needed to examine as far as different 
human psychological disorders are concerned. Also, the 
effectiveness of these algorithms can be evaluated for 
other human psychological as well as neurological disor-
ders such as Schizophrenia, Insomnia, Parkinson’s, Alz-
heimer’s, Mania, Autism etc. 

Conflict-of-Interest: Authors proclaim that they 
have no dissension of interest.
Ethical-approval: A copy of the approval has been 
attached. 
Financial Support: None
Author contributions: study design, Data Collec-
tion, first draft, P.K.; approval of the final version, valida-
tion of the results, M.S.

References

1. Abedi Z, Naghavi N & Rezaeitalab F: Detection and classi-
fication of sleep apnea using genetic algorithms and SVM-
based classification of thoracic respiratory effort and oxi-
metric signal features. ComputIntell 2017; 33: 1005-1018.

2. Anu P, Garg S & Tigga NP: Predicting Anxiety, Depression 
and Stress in Modern Life using Machine Learning Algo-
rithms. Procedia ComputSci 2020; 167: 1258-267.

3. Arora S, Sharma M & Anand P: A Novel Chaotic Interior 
Search Algorithm for Global Optimization and Feature Se-
lection. ApplArtifIntell 2020; 34: 1-37.

4. Brewin CR, Gregory JD, Lipton M & Burgess N: Intrusive 
images in psychological disorders: Characteristics, neu-
ral mechanisms, and treatment implications. Psychol Rev 
2010; 117: 210-232.

5. Carpenter KLH, Sprechmann P, Calderbank R, Sapiro G 
& Egger HL: Quantifying Risk for Anxiety Disorders in 
Preschool Children: A Machine Learning Approach. PLoS 
ONE 2016; 11. (DOI: 10.1371/journal.pone.0165524)

6. Craske MG. Anxiety disorders: Psychological approaches 
to theory and treatment, Westview Press, 1999.

7. Daimi K & Banitaan S: Using Data Mining to Predict Pos-
sible Future Depression Cases. Int J Public Health 2014; 
3: 231 – 240.

8. Deziel M, Olawo D, Truchon L & Golab L: Analyzing the 
mental health of engineering students using classification 
and regression. EDM 2013; 228–231.

9. Dipnall JF, Pasco JA, Berk M, Williams LJ, Dodd S, Jac-
ka FN et al.: Fusing Data Mining, Machine Learning and 
Traditional Statistics to Detect Biomarkers Associated with 
Depression. PLoS One 2016; 11: 1-23.

10. Dorigo M, Birattari M & Stutzle T: Ant colony optimization. 
IEEE Computational Intelligence Magazine 2006; 1: 28-39.

11. Gandomi AH, Yang XS, Talatahari S, Alavi AH: Firefly al-

gorithm with chaos.Commun Nonlinear SciNumer Simul 
2013; 18: 89-98.

12. Gao Z, Chenxiang Z & Zhengyin L: Financial sequence pre-
diction based on swarm intelligence algorithms and inter-
net of things. J Supercomput 2022; 78: 17470-17490.

13. Gautam R & Sharma M: Prevalence and diagnosis of neuro-
logical disorders using different deep learning techniques: 
a meta-analysis. J Med Syst 2020; 44: 49.

14. Hosseinifard B, Moradi MH & Rostami R: Classifying de-
pression patients and normal subjects using machine learn-
ing techniques and nonlinear features from EEG signal. 
Comput Methods Programs Biomed 2012; 109: 339–345.

15. Huang QR, Qin Z, Zhang S & Chow CM: Clinical Patterns 
of Obstructive Sleep Apnea and Its Comorbid Conditions: A 
Data Mining Approach. J Clin Sleep Med 2008; 4: 543-550.

16. Kaltenboeck A, Winkler D & Kasper S: Bipolar and relat-
ed disorders in DSM-5 and ICD-10. CNS Spectr 2016; 21: 
318-323.

17. Karaboga D & Basturk B: Artificial Bee Colony (ABC) Op-
timization Algorithm for Solving Constrained Optimization 
Problems. InMelin P, Castillo O, Aguilar LT, Kacprzyk J 
& Pedrycz W (eds): Foundations of Fuzzy Logic and Soft 
Computing, 4529. IFSA, 2007. 

18. Kaur P & Sharma M: Diagnosis of human psychological 
disorders using supervised learning and nature-inspired 
computing techniques: a meta-analysis. J Med Syst 2019; 
43: 1-30.

19. Kaur P & Sharma M: Analysis of data mining and soft 
computing techniques in prospecting diabetes disorder in 
human beings: a review. Int. J. Pharm. Sci. Res 2018; 9: 
2700-2719.

20. Kaur P, Ritu G & Sharma M: Feature selection for bi-objec-
tive stress classification using emerging swarm intelligence 

Prableen Kaur & Manik Sharma: A NOVEL AND HYBRID WHALE OPTIMIZATION WITH RESTRICTED CROSSOVER  
AND MUTATION BASED FEATURE SELECTION METHOD FOR ANXIETY AND DEPRESSION 

Psychiatria Danubina, 2023; Vol. 35, No. 3, pp 355-368



368

metaheuristic techniques. Proceedings of Data Analytics 
and Management: ICDAM 2021; 2. 

21. Kessler RC & Bromet EJ: The epidemiology of depression 
across cultures. Annu Rev Public Health 2013; 34: 119-138.

22. Kundra D & Pandey B: Classification of EEG based Dis-
eases using Data Mining. International JComputAppl 2014; 
90: 11-15.

23. Mirjalili S: Dragonfly algorithm: a new meta-heuristic op-
timization technique for solving single-objective, discrete, 
and multi-objective problems. Neural ComputAppl 2016; 
27: 1053–1073.

24. Maraveas C et al.: Application of Bio and Nature-Inspired 
Algorithms in Agricultural Engineering. Arch Comput 
Methods Eng; 2022: 1-34.

25. Mirjalili S. Genetic Algorithm: In Evolutionary Algorithms 
and Neural Networks. Comput. Intell. 2019; 780. (DOI: 
10.1007/978-3-319-93025-1)

26. Mirjalili S & Lewis A: Grey Wolf Optimizer. AdvEngSoftw 
2014; 69: 46-61.

27. Mirjalili S & Lewis A: The Whale Optimization Algorithm. 
AdvEngSoftw 2016; 95: 51-67.

28. Mohammadi M, Al-Azab F, Raahemi B, Richards G, Jawor-
ska N, Smith D et al: Data mining EEG signals in depres-
sion for their diagnostic value. BMC Med Inform DecisMak 
2015; 15: 1-14.

29. Monga P, Sharma M & Sharma SK: A comprehensive me-
ta-analysis of emerging swarm intelligent computing tech-
niques and their research trend. J King Saud Univ – Com-
put Inf Sci 2021. (DOI: 10.1016/j.jksuci.2021.11.016)

30. Mwangi B, Ebmeier KP, Matthews K & Steele JD: Multi-cen-
tre diagnostic classification of individual structural Neuro-
imaging scans from patients with major depressive disorder. 
Brain 2012; 135: 1508–1521.

31. Naskar S. Detection of Parkinson’s disease using Neural 
Network Trained with Genetic Algorithm.Int J Adv Res 
ComputSciEngInfTechnol 2016; 7: 46-51.

32. Peyrot M: Levels and Risks of Depression and Anxiety 
Symptomatology Among Diabetic Adults. Diabetes Care 
1997; 20: 585-590.

33. Poli R, Kennedy J & Blackwell T: Particle swarm optimiza-
tion. Swarm Intell 2007; 1: 33-57.

34. Ranjith C & Mohanapriya M: A Feed-Forward Neural Net-
work with Particle Swarm Optimization based Classifica-
tion Scheme for Stress Detection from EEG Signals and Re-
duction of Stress Using Music. Int J Pure Appl Math 2017; 
117: 643-659.

35. Raymer AM: Clinical diagnosis and treatment of naming 
disorders. In A. E. Hillis (eds): The handbook of adult lan-
guage disorders, 161-183. Psychology Press, 2015.

36. Sayed GI, Hassanien AE, Nassef TM & Pan JS: Alzheimer’s 
Disease Diagnosis Based on Moth Flame Optimization, 
Genetic and Evolutionary Computing.AdvIntellSystCom-
put2017; 536: 298-305.

37. Shahbakhi M, Far D & Tahami E: Speech Analysis for Diag-
nosis of Parkinson’s Disease Using Genetic Algorithm and 
Support Vector Machine. J Biomed Eng 2014; 7, 147-156.

38. Shang Y et al.: A comparative analysis of swarm intelli-
gence and evolutionary algorithms for feature selection 
in SVM-based hyperspectral image classification. Remote 
Sens 2022; 14: 3019.

39. Sharma M et al.: Stochastic Analysis of DSS Queries for a 
Distributed Database Design. Int. J Comput Appl 2013; 83, 
36-42.

40. Sharma M, Singh G & Singh R: Design and analysis of 
stochastic DSS query optimizer in a distributed database 
system Egypt Inform J 2015; 17: 161-173.

41. Sharma M, Singh G & Kaur H; A study of BNP parallel task 
scheduling algorithms metric’s for distributed database sys-
tem. International Journal of Distributed and Parallel Sys-
tems 2012; 3: 157.

42. Sharma M & Romero N: Future prospective of soft comput-
ing techniques in psychiatric disorder diagnosis. EAI En-
dorsed Transactions on Pervasive Health and Technology 
2018; 4: e1-e1.

43. Sharma M, Sharma S & Singh G: Remote Monitoring of 
Physical and Mental State of 2019-nCoV Victims using So-
cial Internet of Things, Fog and Soft Computing Techniques. 
Comput Methods Programs Biomed 2020; 196: 105609.

44. Shon D, Im K, Park JH, Lim DS, Jang B & Kim JM: 
Emotional Stress State Detection Using Genetic Algo-
rithm-Based Feature Selection on EEG Signals. Int J Envi-
ron Res 2018;15:2461. 

45. Sivapriya TR, Nadira AR, Kamal B & Thavavel V: Auto-
mated Classification of Dementia Using PSO based Least 
Square Support Vector Machine. Int J Mach Learn Comput 
2013; 3, 181-185.

46. Sumathi MR & Poorna B: Prediction of Mental Health 
Problems among Children Using Machine Learning Tech-
niques. Int J ComputAppl 2016; 7: 552-557.

47. Thapar A, Cooper & Rutter M: Neurodevelopmental disor-
ders. Lancet Psychiat 2017; 4: 339–46.

48. Vaishali R & Sasikala R: A machine learning based ap-
proach to classify Autism with optimum behaviour sets. Int 
JEngTechnol 2018; 7:4216-4219. 

49. Walker ER, McGee R&Druss BG: Mortality in Mental Dis-
orders and Global Disease Burden Implications: A System-
atic Review and Meta-analysis. JAMA Psychiatry 2015; 72: 
334-341.

50. Yang XS: A New Metaheuristic Bat-Inspired Algorithm. In 
González J.R., Pelta D.A., Cruz C., Terrazas G., Krasno-
gor N. (eds): Nature Inspired Cooperative Strategies for 
Optimization (NICSO 2010), 284. Comput. Intell., Springer, 
Berlin, Heidelberg, 2010.

51. Yang XS & He X: Firefly Algorithm: Recent Advances and 
Applications. Int J Swarm Intell 2013; 1: 36—50.

52. Yoon S, Taha B & Bakken S: Using a Data Mining Approach 
to Discover Behavior Correlates of Chronic Disease: A 
Case Study of Depression. Stud Health Technol Inform 
2014; 201: 71–78.

53. Zhang B, Ruiwei Z & Rui F: Review on fundamental re-
search and applications on swarm intelligence robots. 6th 
International Conference on Mechatronics and Intelligent 
Robotics (ICMIR2022) 2022; 12301.

Prableen Kaur & Manik Sharma: A NOVEL AND HYBRID WHALE OPTIMIZATION WITH RESTRICTED CROSSOVER  
AND MUTATION BASED FEATURE SELECTION METHOD FOR ANXIETY AND DEPRESSION 

Psychiatria Danubina, 2023; Vol. 35, No. 3, pp 355-368


