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Abstract – Ultrasound is a non-invasive method to diagnose and treat medical conditions. It is becoming increasingly popular 
to use portable ultrasound scanning devices to reduce patient wait times and make healthcare more convenient for patients. By 
using ultrasound imaging, you will be able to obtain images with better quality and also gain information about soft tissues. The 
interference caused by tissues reflected in ultrasound waves resulted in intensified speckle sound, complicating imaging. In this paper, 
a novel Foe-Net has been proposed for segmenting the fetal in ultrasound images. Initially, the input US images are noise removal 
phase using two different filters Adaptive Gaussian Filter (AGF) and Adaptive Bilateral Filter (ABF) used to reduce the noise artifacts. 
Then, the US images are enhanced using CLAHE and MSR for smoothing to enhance the image quality.   Finally, the denoised images 
are input to the V-net is used to segment the fetal in the US images. The experimental outcomes of the proposed Multi-Scale Retinex 
(MSR) is an image enhancement technique that improves image quality by adjusting its illumination and enhancing details. Foe-Net 
was measured by specific parameters such as specificity, precision, and accuracy. The proposed Foe-Net achieves an overall accuracy 
of 99.48%, specificity of 98.56 %, and precision of 96.82 % for segmented fetal in ultrasound images. The proposed Foe-Net attains 
better pre-processing outcomes at low error rates and, high SNR, high PSNR, and high SSIM values.
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1.  INTRODUCTION

  Ultrasound (US) image mechanism is considered an 
important medical imaging method that is used for vi-
sualizing the growth and pathology of the fetus in the 
womb of a mother. The ultrasound scan sends high-fre-
quency waves through the abdomen into the uterus. 
This wave gets reflected by the baby and reaches the 
scanner [1]. Ultrasonic waves are used at frequencies 
ranging from 2 MHz to 15 MHz Ultrasonic waves re-
flected by body tissues after traveling through an organ 
are struck. To create US images, the echoes that reflect 
are analyzed, and the scattered echoes are referred to 

as speckle noise [2]. Speckle noise reduces the clarity 
and contrast of US images. It is extremely difficult for 
radiologists to diagnose diseases accurately due to 
speckle noise. The structural analysis of the US images 
is distorted by speckle noise [3]. Speckle noise reduces 
the quality of the images, resulting in low-quality im-
ages for the US. Many denoising techniques have been 
developed to minimize noise, including total variation, 
wavelet-based filtering techniques, median filtering, 
nonlocal means, and various other techniques [4]. 

In recent years, deep learning has been applied to 
medical image analysis, bringing about a revolution-
ary impact on the existing diagnostic techniques [5]. 
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US images commonly contain two types of noise due 
to the technology used to obtain ultrasonic images and 
the presence of various organs and tissues within the 
imaging area [6]. The quality and contrast of a US image 
drastically deteriorate, making medical diagnosis chal-
lenging. The Adaptive Gaussian Filter (AGF) is an image 
analysis method that improves the conventional Gauss-
ian filter by varying its regional visual factors that reduce 
distortion while maintaining borders and patterns. ABF 
enhances bilateral filters changing their characteristics 
to regional image features. The AGF and ABF are more 
effective compared to different techniques for reducing 
the level of noise in the original image. CLAHE technique 
is used for enhancing images to improve spatial bright-
ness and features by breaking an illustration into tiny 
segments.  Histogram equalization [7] is implemented 
for each segment and limiting contrast enhancement 
to prevent noise activation. In Multi-scale Retinex (MSR), 
the illumination and details of an image are adjusted to 
improve its quality. The CLAHE and MSR are more effec-
tive compared to different techniques for enhancing the 
quality of the original image. The segmentation process 
simplifies the analysis of images by making them more 
understandable. when compared to segnet [8], Alexnet 
[9], and U-Net [10], the proposed V-net achieves better 
accuracy. As a result, despeckling ultrasound images is 
critical, and numerous research have been conducted to 
enhance image quality using noise filtering algorithms 
and segmentation results. 

The main contribution of the research summarised as, 

•	 The main objective of the work is to represent 
a novel Foe-Net that has been proposed for seg-
menting the fetal in ultrasound images. Initially, 
the input US images are noise removal phase using 
two different filters AGF and ABF used to remove 
the noise artifacts.

•	 Then, the US images are enhanced by CLAHE and 
MSR for smoothing to enhance the image qual-
ity. The proposed Foe-Net technique is evaluated 
based on denoising filters PSNR, MSE, SNR, and 
SSIM.

The following five divisions were developed for the 
remaining components of this investigation. The in-
volved works are specified in Section 2, the proposed 
foe-net is reviewed in Section 3, findings and analysis 
are reported in Section 4, and a conclusion and recom-
mendations for further study are provided in Section 5.

2. LITERATURE SURVEY

In recent days some methods and techniques re-
mained presented by researchers mainly to detect the 
fetus efficiently. This section provides a brief overview 
of the most recent studies.

In 2019 Sobhaninia et al. [11] developed a multitask-
ing deep network for 2D ultrasound image calculation 
of the fetal head circumference based on a Link-Net ar-

chitecture with multiscale inputs. A completely linked 
network-based Ellipse Tuner formed part of the orga-
nized system. 

In 2020 Qiao et al. [12] employed 2D prenatal ultra-
sound images to propose a DL semantic segmentation 
network in fetal HC segmentation. A squeeze-and-ex-
citation (SE) block was added to the jump connection, 
and an advanced convolutional layer was added after 
the last encoder.

In 2022 Ashkani Chenarlogh et al. [13] developed a 
novel fast, and accurate U-Net-based architecture for 
the problem of segmenting medical images. The en-
coder-decoder path consists of four blocks. Dice and 
Jaccard coefficients for the dataset using the suggested 
precise model were 97.62% and 95.43%, respectively. 

In 2021 Singh, et al. [14] created an innovative deep-
learning method for automatically segmenting the foe-
tal cerebellum from 2D US images. By integrating the 
residual block (Res), adding extended convolution to the 
final two slices, and using U-Net as the basis model, able 
to distinguish the cerebellum (c) from the noisy US image.

In 2023 Cengiz et al. [15] proposed an improved seg-
mentation quality assessment methodology (FUSQA) 
to automatically classify the quality of a fetal ultrasound 
segmentation model on unseen data. They contrasted 
the various designs, attaining over 90% classification 
accuracy when separating high- and low-quality seg-
mentation masks from a dataset that was unidentified. 

In 2022 Cammarasana et al. [16] developed a deep 
learning system for denoising US pictures in real-time. 
The most effective method for preserving morphological 
features and enhancing edges is Weighted Nuclear Norm 
Minimization (WNNM), which was determined after a 
comparison of state-of-the-art denoising approaches. 

In 2021 Dong et al. [17] a Feature-guided CNN for im-
age denoising using portable ultrasonography equip-
ment was developed. To achieve high-quality denois-
ing outcomes for clinical images, a feature masking 
layer was utilized to power a tiered denoising system. 

From the comprehensive study of the existing works, 
the observed all existing work has some sort of pitfalls. 
Therefore, the proposed method focuses on denoising 
and segmenting the fetal US images using a novel Foe-
Net method, a combination of denoising filters and 
segmenting the US images of fetal.

3. PROPOSED FOE-NET

In this section, a novel Foe-Net for segmenting the 
fetal in ultrasound images. AGF and ABF are used to re-
move noise artifacts from US input images. To enhance 
the quality of the US images, CLAHE and MSR are ap-
plied for smoothing. Pre-processed US images are 
given as input to the deep-learning based V-net for the 
segmentation of fetal. The overall flow diagram of the 
proposed method is illustrated in Fig. 1.
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3.1. ImAgE DEbLURRINg 

Image deblurring techniques have developed re-
cently in response to the pressing demands of numer-
ous businesses for image clarity, and these techniques 
are currently in use. 

If the image destruction process is assumed to be 
spatially constant, the mathematical method can be 
expressed in equation (1)

Fig. 1. Schematic representation of proposed methodology

f(y,z)=g(y,z)⊗h(y,z)+m(y,z) (1)

It is generally assumed that the process of image 
degradation is represented by f(y,z) the interaction of 
spatial motion invariant functions g(y,z)⊗h(y,z) with 
additional noise. The following equation (2) can be 
used to describe the process of image degradation:

f(y,z)=G([h(y,z)]+m(y,z) (2)

In the formula from equation (3) the function G is a 
linear system that satisfies,

G[bh1 (y,z)+ch2 (y,z)]=bG[h1 (y,z)]+cG[h2 (y,z)] (3)

where b and c are arbitrary values, function G is a linear 
system, and h1(y,z) and h2(y,z) are optional depicts of 
the same size in equation (4).

G[h(y-α, z-β)]=f(y-α, z-β) (4)
The system has space shift invariance y-α, z-β at that 

point, it is typically said in equation (4). It demonstrates 

how a point's output is only influenced by its input and 
not by its geographical position within the system. 
According to the procedure representation in the fre-
quency domain F(v,w), can be denoted in equation (5)

(v,w)=G(v,w)H(v,w)+M(v,w) (5)

From the above equation (7) (v,w) the denoted coef-
ficients of the image frequency. The image deblurring 
approach M is improved and simplified using the be-
low equation (6):

F = GH+M (6)

The absolute evaluation approach, which is distingué 
by evaluation scales by international standards and is 
the most often applied technique for image deblur-
ring, is immediately categorized based on vision. The 
results of the evaluation will differ due to the impact of 
other testers and evaluating situations on image qual-
ity, but this method can best capture the impact of im-
age restoration.

3.2. PRE-PROCESSINg STAgE

In this phase, the US images are pre-processed in 
two phases namely denoising using AGF & ABF filter-
ing techniques and enhancement using CLAHE & MSR 
techniques. Initially, the AGF filter automatically adjusts 
flattening using localized image features to minimize 
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distortion while keeping edge patterns in fetal images. 
Along with suppressing distortion after AGF, the ABF 
also maintains boundaries by adapting filter variables 
to localized image qualities. Afterward, the CLAHE ef-
fectively improves contrast in images by enhancing the 
dynamic range of pixel intensity levels. Next, the MSR 
analyses images at multiple resolutions to eliminate 
poor illumination and improve the clarity of the image.

3.2.1. Image Denoising

(a) Adaptive Gaussian Filter (AGF)

The image is deformed but the noise is smoothed out 
when using an adaptive Gaussian filter to reduce the 
noise. The following terms can be used to express the 
two-dimensional digital Gaussian filter in equation (7):

(7)

Where σ2 is the Gaussian filter's variance, and the size 
of the filter kernel k(-k≤y, z≥k) is frequently calculated 
by excluding values that are smaller than the kernel's 
maximum value. The expression for the one-dimen-
sional Gaussian filter G(y) is denoted in equation (8),

(8)

When the Gaussian filter is used to reduce noise, a 
high filter variance is successful at reducing noise, but 
it also distorts the areas of the image where there are 
sharp fluctuations in pixel brightness. The adaptive fil-
ter variance σ2 (y) is defined in equation (9):

(9)

Where ε is the step of predefined error brought on by 
a Gaussian filter. E"(x) is determined using a complex re-
gression-based method from the noisy, distorted signal.

The goal of the adaptive Gaussian filtering problem is 
to minimize the mean square error while ensuring that 
the filter variance does not significantly shift from pixel 
to pixel. Let G and E stand for the image and the two-
dimensional Gaussian filter, respectively.

(b) Adaptive Bilateral Filter (ABF)

For removing noise artifacts, images are pre-pro-
cessed using adaptive bilateral filters. The adaptive 
bilateral filter is a new sharpening and smoothing 
technique (ABF). Where [xt, yt] and Ωxt, yt

 are defined as 
before, and the normalization factor, the suggested 
shift-variant ABF's response at [xt, yt] to an impulse at 
[x, y] at the bottom is given by equation (10),

(10)

ABF includes two significant modifications but main-
tains the basic structure of a bilateral filter. ABF is first 
given an offset ζ. Second, the ABF's locally adaptable pa-
rameters include both the width and ζ of the range filter. 

ABF is a fixed low-pass Gaussian domain filter. If =0 
and r is fixed, the ABF transforms into a normal bilateral 
filter (BL). The domain filter of the ABF is a fixed low-pass 
Gaussian filter. The BL smooths and sharpens when com-
bined with a locally adaptive ζ and σr. Let Ωxt, yt

 denote 
the group of pixels in the window of pixels (2M+1) × 
(2M+1) cantered at [xt, yt].

The initial threshold value is calculated by using the 
following equation (11) and considering the brightness 
du and dv of pixels ei and ej

(11)

where Z stands for the Laplacian second-order differ-
ential equation used to isotopically distribute pixels 
across the blood smear images. The equation (12) is to 
calculate Z.

(12)

The pre-processed image has been blurred, the edg-
es may not have been retained, and the image will look 
flattened even though the pre-processing is complete 
and the image is noise-free.

3.2.2. Image Enhancement 

(a) CLAHE

CLAHE improves adaptive histogram equalization. The 
image appears more natural due to the limitation on the 
amplification of noise in the image, which overcomes the 
problems possessed by AHE. In addition to producing an 
optimal equalization, it seems to be an effective algorithm 
for obtaining a good-quality ultrasound fetal image. It 
raises the brightness level to a particular range, making 
it easier to compare various portions of an image. CLAHE 
works by partitioning the image into many nonoverlap-
ping regions that have almost equal sizes and HE is applied 
to each one. The CLAHE filter method was primarily cre-
ated for medical imaging, and it aims to reduce the noise 
produced by homogeneous areas. When pre-processing 
digital photos, the procedure can be used to improve the 
image by removing noise. Rather, than using the complete 
image, CLAHE works on discrete areas of the image called 
tiles. CLAHE is an improved form of HE (Histogram Equal-
ization), a quick and efficient technique for enhancing im-
ages that can improve the contrast by reducing the gray-
scale. If colored images are utilized, the input images are 
greyed out and CLAHE suggests the three channels. The 
effects of CLAHE processing on images are in Fig. 2.

(b) MSR

The MSR technique is used for pre-processing, which 
has become more popular in recent years. It is com-
monly known as MSR for enhancing fetal ultrasound 
images. Numerous researchers have developed a vari-
ety of Retinex-based image enhancement algorithms, 
including the single-scale Retinex algorithm, multi-
scale Retinex algorithm, and multi-scale Retinex algo-
rithm with colour restoration.
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Fig. 2. (a) Original image, and (b) Image enhanced 
using CLAHE

Then, averaging and adding the results of the filtering 
on different scales can maintain the image's high quality, 
reduce its dynamic range, and achieve colour improve-
ment and consistency. The algorithm of the Multi-Scale 
Retinex (MSR) is as follow in equation (13) and (14):

(13)

(14)

Rv stands for the color parameter of the v-th channel, 
which is used to modify the ratio of the color of the three 
channels, where S(j) is enhanced output for MSR, Y(j) is 
the input image, and g(j) is the filter function, β is a gain 
contrast and α controls the nonlinear strength, n = 3 rep-
resents the three channels of RGB. 

3.3. V-NET

The V-net network framework contains encoders 
and decoders. V-Net is an advanced neural network 
designed for efficient image segmentation in medical 
images. V-Net is useful for complex frameworks and 
3D medical images. Additionally, it reduces fading gra-
dients problems enhances training reliability, and en-
ables more modern performance in segmentation than 
other traditional networks. The encoder comprised nu-
merous phases, each of which had a different resolu-
tion. Finally, after a long decompression process, the 
decoder can provide an output image with the same 
size as the original image. Additionally, V Net uses Res 
Net's short-circuit connection method to learn the re-
sidual function simultaneously like every phase's input 
and output. When waiting, the cross-entropy loss func-
tion is replaced with the dice reduction rate to increase 
the susceptibility of the desired segment area. used a V 
Net network where the encoder part extracted global 
features of the decoder component and generated a 
full-resolution result from the source visual. It is sug-
gested that the V net's fundamental structure is for seg-
menting fetal tissue. The architecture diagram of the V 
net is shown in Fig. 3. 

Fig. 3. V-net architecture

Fig. 3 displays the structure of V-Net, which holds 
the properties of the encoder/decoder structure. The 
entire network consists of convolutional blocks, non-
convolutional blocks, and a final layer of convolutional 
outputs. Each convolution block consists of 32 convo-
lution kernels, 32 regularization functions, and 32 ReLU 
activation functions. 

These convolution blocks extract features using the 
convolution kernel's 4, 8, 16, 32, and 64 channels while 
reaching phase 1. Compression is employed to reduce 
the quantity of memory needed during training by 
replacing the pooling process in the down-sampled 
phase with a kernel of convolution and a variable dura-
tion overlap. 

(a) (b)
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The size of the output feature map matches the input 
and is determined by a remnant pooling engine that 
includes pooling layers, convolution layers, and rem-
nant structures. Then a suitable stage is inserted, fol-
lowed by the data supplied for the following level. To 
create a photo with the exact size as the data input, the 
last layer of convolution applies an efficient convolu-
tion base. It is a widely used loss function in the field of 
medical image segmentation and is perfect for balanc-
ing backdrop and background information.

4. RESULT AND DISCUSSION

In this section, the efficiency of the Proposed Foe-Net 
is estimated using Matlab-2019b. This work was evalu-
ated and compared with a database of 100 fetal images 
from subjects between 6 and 20 weeks of maturation. 
The database images were collected using a variety of 
scanning techniques, including the THI 

Siemens machine, the Wipro GE Logic 400, the Toshi-
ba color Doppler tests, and others. There are 100 im-
ages gathered from different ultrasound institutions 
in the Kanyakumari District of Tamil Nadu, India. This 
dataset consisted of 80% training images, 10% testing 
images, and 10% validation images. The performance 
of the Proposed Foe-Net is estimated through the vali-
dation of denoising metrics like MSE, SNR, SSIM, and 
PSNR of standard processing metrics. The competence 
of the proposed Foe-Net is assessed by the SSIM, PSNR, 
and MSE. The PSNR is a frequently used metric to de-
termine the image quality and SSIM is utilized to mea-
sure the similarity value between the ground truth and 
the produced output of the proposed network. There 
is a comprehensive comparison between the reference 
and altered images. MSE is a measure of the error ratio 
between the original and inpainted images. MSE val-
ues are used to evaluate the effectiveness of a model 
with a lower error rate considered more effective. The 
evaluation of the parameters is given below,

Data analysis results show the effectiveness of this 
method using maximum PSNR and SSIM in equation (15).

(15)

The ratio of signal power to background noise is 
called the SNR. It is explained in equation (16).

(16)

Where DS is the estimated image signal density and 
σm̂ is the estimated image noise standard deviation. 

Mean Squared Error (MSE) is a measure of the total 
squared error between the denoised image and the 
raw image. It is calculated in equation (17): 

(17)

where the dimensions of the image are U and V and 
m1 (u, v) is the original image. m2 (u, v) is an approxi-
mate version of the filtered image.

The SSIM measures the structural similarity between 
the original and denoised images. It's described as 
equation (18):

(18)

where, 𝜇y and 𝜇z the average values and, 𝜎y and 𝜎z 
are the image’s standard deviations. 

The dice index (DI) uses both a reproducibility valida-
tion metric and an index of spatial overlap of the fetal 
images. DI is calculated to determine the exact ratio of 
the true region (fetal) to pixels. The predicted fetal pixels 
and background pixels are calculated in equation (19). 
Jaccard index (JI) measures the similarity between two 
finite samples by dividing intersection sizes by union 
sizes. JI is determined which measures the similarity be-
tween actual fetal pixels and predicted fetal pixels.

(19)

(20)

Where Tpos and Tneg means true positives and nega-
tives of the sample images, Fpos and Fneg specifies false 
positives and negatives of the sample images. The per-
formance analyzed by these metrics is shown in Table.1.

Fig 4. Training and testing accuracy of the 
proposed method

Fig 5. Training and testing loss of proposed method
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Figs. 4 and 5 show the results of 100 completed train-
ing epochs that were used to test the accuracy and loss 
of the model. Additionally, the test dataset utilized for 
each of these techniques was filled with images that 
were collected from the dataset. Epochs and accuracy 
for the suggested strategy are correlated in Fig. 4. It is 
evident that when the epoch value is raised, the mod-
el's performance improves. The epochs and loss curves 
in Fig. 5 show that the model loss will decrease as the 
number of epochs increases. Therefore, the proposed 
model was highly reliable for the accurate prediction of 
fetal in ultrasound images. 

The denoised output of the pre-processing filters is 
shown in Fig. 6

(i) (ii) (iii)

(iv) (v) (vi)

Fig. 6. Denoised output of the pre-processing 
filters: (i) Original image, (ii) Median filter, (iii) 

gaussian filter, (iv) bilateral filter, (v) wiener filter, 
and (vi) Proposed AGF and ABF filters

Fig. 6 expresses the denoised images produced by 
the pre-processing filters. The fetal input image from 
the acquired dataset is displayed in section (i). The me-
dian filter classified image is shown in section (ii), the 
Gaussian filter noise reduction images are shown in 
portion (iii), the bilateral filter pre-processed image is 
shown in section (iv), the wiener filter enhanced image 
is shown in portion (v), and the proposed AGF and ABF 
filter image is demonstrated in portion (vi).

Fig. 7 shows the results of the proposed Foe-Net ob-
tained from the dataset.  Denoising the input fetal im-
ages using AGF and ABF filters followed by CLAHE and 
MSR filters are applied to enhance the quality of images 
as depicted in column 1. The segmented ground truth 
images are shown in column 2. Then, the V-net approach 
for segmenting the input images in column 3. The seg-
mentation result reveals (Fig. 7) that the V-net performs 
faster and attains the best results based on the Jaccard 
index and dice index.

Fig. 7. The experimental segmented results of the 
proposed model

Denoised Image Groung Truth V-net

Networks Accuracy Specificity Precision Jaccard 
index

Dice 
index

Ghost Net 
[21] 95.48 94.34 93.26 94.32 81.74

Alex Net 
[22] 96.32 95.59 94.27 90.48 80.53

U-net [23] 98.46 96.18 95.08 89.51 78.73

V-net 99.48 98.56 96.82 96.67 85.82

Table 2. Comparison of different deep learning 
networks

AUTHOR mETHODS ACCURACY

Sobhaninia et al. [11] Link-Net 88.96%

Ashkani Chenarlogh 
et al. [13] U-Net 97.62%

Cengiz et al. [1] FUSQA 90%

Proposed method Foe-Net 99.48%

Table 1. Performance evaluation of the proposed 
method using denoising metrics

Table 1 shows the performance analysis of different 
image de-noising techniques such as median filter, 
gaussian filter, and bilateral filter. The proposed Foe-
Net achieves MSE values of 0.28, 0.36, and 0.26 for noise 
rates of 1%, 3% and 5%, respectively. The proposed 
Foe-Net achieves SSIM values of 0.65, 0.66, and 0.58 for 
signal-to-noise ratios of 1%, 3%, and 5%, respectively. 
The proposed Foe-Net achieves SNR values of 32.53, 
28.17, and 32.14 at signal-to-noise ratios of 1%, 3%, and 
5%, respectively. Then the proposed Foe-Net obtains 
PSNR values of 68.52, 73.52, and 73.48 for noise rates 
of 1%, 3%, and 5%, respectively. From the analysis, the 
proposed Foe-Net gives the minimum MSE, PSNR, SNR, 
and SSIM compared to other denoising techniques. 

4.2. COmPARATIVE ANALYSIS

The comparative analysis section analyzes the per-
formance of existing and proposed models. Table 2 
shows the comparison of existing deep learning net-
works and the proposed Foe-Net for segmenting the 
fetal in ultrasound images. The accuracy achieved by 
the proposed Foe-Net is 99.48%, which is better than 
the accuracy of existing deep learning networks. The 
proposed method performance is compared with the 
different deep learning networks such as Ghost Net, 
AlexNet, and U-net.
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Table 3. The comparison between the proposed 
Foe-Net and state-of-the-art models

From Table 2., the comparison was made between 
various segmentation algorithms in terms of the per-
formance metrics. The segmentation performance is 
evaluated in terms of the accuracy, precision, speci-
ficity, recall, f1 score, dice score, and Jaccard index as 
shown in table.2. The V-net increases the overall Jacca-
rd index by 2.43%, 6.84%, and 7.40% better than Ghost 
Net [21], Alex Net [22], and U-net [23] respectively. The 
V-net increases the overall Dice index by 4.75%, 6.16%, 
and 8.26% better than Ghost Net [21], Alex Net [22], 
and U-net [23] respectively. However, the classic seg-
mentation networks did not perform well compared to 
the V-net.

Noise 
Ratio

Performance 
metrics

De-noising techniques

median 
filter 
[18]

gaussian 
filter [19]

bilateral 
filter 
[20]

Proposed 

1%

PSNR 43.25 38.16 54.24 68.52

MSE 0.72 0.56 0.43 0.28

SSIM 0.26 0.43 0.56 0.65

SNR 11.04 19.54 24.68 32.53

3%

PSNR 50.64 56.25 64.28 73.52

MSE 0.86 0.63 0.59 0.36

SSIM 0.46 0.57 0.64 0.66

SNR 14.3 20.62 25.06 28.17

5%

PSNR 49.42 58.79 67.81 73.48

MSE 0.68 0.45 0.38 0.26

SSIM 0.24 0.34 0.43 0.58

SNR 24.7 28.61 30.5 32.14

Table 3 demonstrates how our novel network works 
better than the earlier methods. Several metrics are 
used to compare existing models with high classifica-
tion accuracy. In comparison to Link-Net, U-Net, and 
FUSQA the Proposed Foe-Net increases overall accu-
racy by 10.5%, 1.90%, and 9.52%, respectively. The pro-
posed Foe-Net results are therefore particularly trust-
worthy for glaucoma identification.

5. CONCLUSION

This paper proposed a novel Foe-Net for segment-
ing the fetal in ultrasound images. Initially, the input 
US images are noise removal phase using two different 
filters AGF and ABF, to reduce the noise artifacts. Then, 
the US images are enhanced using CLAHE and MSR 
for smoothing to enhance the quality of the image. 
The efficiency of the proposed Foe-Net was evaluated 
through the validation of denoising metrics like MSE, 
SNR, SSIM, and PSNR. The proposed Foe-Net gives an 
overall accuracy of 99.48% achieved for segmented fe-
tal in ultrasound images. In comparison to Link-Net, U-
Net, and FUSQA the Proposed Foe-Net increases overall 
accuracy by 10.5%, 1.90%, and 9.52%, respectively. The 
proposed Foe-Net achieves MSE values of 0.28, 0.36, 
and 0.26 for noise rates of 1%, 3% and 5%, respectively.  

The experimental outcomes show the PSNR, MSE, SNR, 
and SSIM of the proposed method which is significant 
compared to other techniques. In future research, the 
network performance will be examined using greater 
data sets directly from several fetal individuals. In addi-
tion, we'll look for and categorize structural deviations 
in the fetal heart.
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