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Abstract: 
Term deposit is one of the fi nancial services off ered by the bank. An eff ective bank marketing campaign to 
forecast possible customers to engage in personal term deposit marketing interaction is vital because it’s hard 
to stand out, considering that all banks off er similar products. Trailing to this, this study proposed the use of 
machine learning algorithms to develop bank term deposit patronage forecasting models, which can study the 
characteristics of customers to identify potential term deposit customers. Random Forest and Xtreme Gradient 
Boosting algorithms and the Portuguese institution marketing campaign dataset, were used to develop a bank 
term deposit service patronage forecasting model. The data balancing algorithm utilized is the Synthetic 
Minority Over-sampling Technique and Edited Nearest Neighbors (SMOTE-ENN) and feature selection was 
conducted using Information Gain. The Random Forest model achieved an accuracy of 95%, recall of 92% 
and f1 scores of 94%. Xtreme Gradient Boosting model achieved an accuracy of 97%, recall of 97% and f1 
scores of 97%. The results of the experiment revealed the Xtreme Gradient Boosting emerged as the best model 
Keywords:
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1. Introduction 
Banks are service institution that basically off ers their customers and business owners a place to stow 
their cash and also source loan. Other bank services include among others; savings, deposits, insurance, 
remittance, bill discounting, foreign exchange facilities, payroll services, loans etc (Flohr-Nielsen , 
2002: 476). However, globalisation is growing faster than ever and in consequence banks are beginning 
to beam more eff ort at reinforcing the internationalisation of their services. This became imperative 
because banks have been encountering numerous challenges during the past two decades, including 
competition, recession and image problems (Czinkota and Ronkainen, 2004: 4). In order for banks to 
solve these problems, they embrace marketing strategies which is the direct way of reaching their public 
(Czinkota and Ronkainen, 2004: 7). Bank representatives conduct marketing campaigns, promoting 
their brands through various sources of communication. This they did through the following mix of 
promotion; advertising, sales promotion, personal selling, public relations and direct marketing (Dawes 
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and Brown, 2000: 95). Despite their measures, pressure is building up for more eff ective marketing 
management of banks and banks are realising that their established marketing strategies are inadequate 
for new conditions as levels of customer defection is on the rise. Traditionally, banks have tried to 
communicate to all potential customers in their locality, but research survey revealed that banks should 
aim to identify and serve micro-segments (Olajide and Wreford, 2023: 86). This will help to establish 
and manage individual specifi c long-term business relationship. Also marketing of bank services is 
an understudied area because most banks concentrates on marketing theory more than the marketing 
strategy. However, eff ective bank marketing strategy is crucial since services are intangible products 
and it’s hard to stand out, considering that all banks off er similar products.
Having established that individual commercial banks are responsible for maintaining the loyalty of their 
existing customers and attracting new ones. To achieve this goal, it is necessary to analyse the factors 
that aff ect the involvement of new customers, including the marketing activity of the bank. It is very 
important for banks to always be in a prominent position in front of potential customers to get as many 
deposits as possible. Hence this study will make use of two machine learning models to predict potential 
customers to patronise the bank term deposit service while drawing inferences from some predictors of 
past term deposit service customers of the bank. Machine learning focused on developing autonomous 
systems that use statistical tools to analyse data from a variety of sources and historical occurrences 
to arrive at logical conclusions based on their perceptions set :)  (Omanga et al., 2023: 77). Machine 
learning uses algorithms as well as data to mimic the learning process of humans, enabling machines to 
become better at generating predictions over time (James  et al., 2023: 242). The two machine learning 
models proposed for use in this study are namely Random Forest and Extreme Gradient Boost. This is 
with the view to help the bank make more eff ective decisions that will result to more profi t, and help to 
allocate appropriate resources for customer specifi c service marketing campaign.  

2. Literature Review 
(Nguyen, 2022: 270) analysed bank customer descriptions such as age, job, marital, education, 
default, balance, housing, loan, contact, day, month, duration, campaigns, pdays, previous, outcome 
and deposit to choose possible deposit customer using deep machine learning. His work mustered up 
Long-Short Term Memory (LSTM), Gated Recurrent Unit (GRU), Bidirectional Long-Short Term 
Memory (BiLSTM), Bidirectional Gated Recurrent Unit (BiGRU), and Simple Recurrent Neuron 
Network (SimpleRNN) as an approach to developing a model for forecasting bank deposit customers. 
the resulted of his fi ndings further showed that Gated Recurrent Unit (GRU) reaches the best accuracy 
with 90.08% at epoch 50th. (Kurapati et al.,2018: 6) used machine learning for analysis of bank credit 
defaulters based on the customer’s information. The research used the algorithms in Scikit-Learn for 
prediction and compared the accuracy of the developed models before feature selection and after 
feature selection. Their result reported Random Forest algorithm model to have performed well in its 
prediction in contrast to Decision Tree, Gradient Boosting, and Extra Tree Classifier. (Hossam, 2018: 
416) deployed bagging and boosting of assemble machine learning to predict the likelihood of loan 
approval for bank loan applicants. In his approach AdaBoost, LogitBoost, Bagging, and Random 
Forest. were deployed and had almost comparable performances; however, boosting techniques 
performed slightly better than the Bagging techniques. The best performance was achieved by the 
LogitBoost model yielding approximately 84% accuracy and that performance is achieved when all 
the seven data set features were used. However, most deployed ensemble models performed better 
when the number of features was reduced to the balance, age, and job attributes.  
(Jan, 2021: 450) developed fi nancial distress prediction model using two deep learning algorithms: 
Deep neural networks (DNN) and convolutional neural networks (CNN). Chi-squared automatic 
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interaction detector (CHAID) was used for feature selection from Taiwan’s listed and OTC sample 
companies’ dataset. The study showed that CHAID-CNN model has the highest fi nancial distress 
prediction accuracy rate of 94.23%, and the lowest type I error rate and type II error rate, which 
are 0.96% and 4.81%, respectively. (Gregova et al., 2020: 3955) used logistic regression (LR), 
random forests (RF), and neural networks (NN) to predict fi nancial distress. Fourteen fi nancial 
ratios are used, and the NN model has the best performance (AUC) of 0.886. (Olajide and Wreford, 
2023: 88) utilized random forest algorithm, logistic regression and relevant dataset to develop two 
predictive models for car-loan applicant credibility. The results from the study showed that both 
models were effi  cient in predicting the status of the car-loan credibility of customers while random 
forest performed relatively better than logistic regression with an accuracy of 93%, precision of 
92 and recall of 1. (Muhammed et al., 2021: 49) experimented and observed the performance of 
three classifi cation algorithms named Support Vector Machine (SVM), Neural Network (NN), and 
Naive Bayes (NB) to predict the possibility of a bank customer patronising the term deposit service. 
Then the ability of ensemble methods to improve the effi  ciency of basic classifi cation algorithms 
was investigated and results revealed that the performance metrics of Neural Network (Bagging) is 
higher than other ensemble methods. Its accuracy, sensitivity, and specifi city are 96.62%, 97.14%, 
and 99.08%, respectively.
(Marc and Amir, 2022: 23) developed fi ve models using Baseline, Linear Regression (LR), Decission 
Tree (DT) and Random Forest (RF) to demonstrate how to build an innovative market place within 
the banking system by leveraging bank transaction data. Their study compares he performance 
of baseline algorithm and RF algorithm to reveal the likelihood of buying in a range of selected 
industries ; gastronomy, shoes, sports, cosmetics and tourism. Where the average Root Mean Square 
Error (RMSE) result for baseline was 0.3742 and that of the RF was 0.3597. this indicated that RF 
performs better than Baseline. The research was deemed suitable for small merchants selling at a 
physical store. The study further recommends another type of analysis to be carried out to cater for 
online merchants. (Laksana, 2022: 35) uses direct market dataset based on 41188 records along with 
two machine learning methods namely: Logistic Regression (LR) and DT to analyse the performace 
of bankinng telemarketing campaigns. The performance of the develop models was analysed with the 
test dataset and it shows AUC of 0.934 with the accuracy of 0.870 and reliability of 0.869. The model 
is considered suitable statistically as it is not based on multicollinarity problem. (Mohammad et al., 
2023: 159) carried out detailed systematic analysis of the modeling of bank customer’s behaviour in 
order to help banking institutions to make appropraite decisions to increase bank patronage. It made 
use of feature engineering processes such as sine, logarithm, min-max, Z-score and cosine methods, 
and selected machine learning mechods as follows; DT, Extreme Lerning Machine (ELM), Gradient 
Boosting, K-Nearest Neigbour (KNN) and multilayer Perceptron (MLP). The results of the study 
indicatred that their developed knowledge mining system off ers an optimal decision support system 
for mining bank customers behaviour. (Subramanian et al., 2023: 160) developed three predictive 
models to clasify bank customers to make bank telemarketing activities more eff ective.. the machine 
learning method used are the LR, KNN and RF algorithms. The results of the three models were 
analysed and RF performs the best with an accuracy of 95%.       

3. Proposed Methodology
In an attempt to forecast customers’ subscriptions to a term deposit using the Portuguese institution 
marketing campaign dataset. This paper devised a three-phase methodology. The fi rst step 
encompasses the sourcing and reading of the dataset via Panda’s Python framework. The second 
phase is the data preprocessing stage and it entails the conductance of data balancing considering that 
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the adapted dataset is highly imbalance (using SMOTE-ENN (Synthetic Minority Over-sampling 
Technique- Edited Nearest Neighbors) data balancing techniques) the eradication of irrelevant 
features such as the ‘id’ fi eld, scaling and encoding the dataset feature variable to enable correlated 
variables for the features using the Standard Scaler and Label Encoders from the Sklearn library. 
Furthermore, the data preprocessing stage also incorporates the use of information gain as a feature 
selection mechanism. The third stage involves feeding the fi ltered, scaled, and selected features to the 
proposed machine learning models, namely the Random Forest, Extreme Gradient Boost, and their 
hybrid (using stacking hybridization techniques) after splitting the dataset into 70:30 per cent training 
to test proportion, with the training data meant for training the two deep network models and the test 
data for validation the accuracy of the model. The third phase further incorporates the conductance 
of a performance evaluation scheme to evaluate the best performance models and for comparative 
analysis. The stepwise approach for the implementation of the proposed Random Forest, Extreme 
Gradient Boost, and their hybrid model for the adapted Portuguese banking institution dataset is 
shown in Figure 1.

Fig 1: Proposed Methodology for Developing Bank Term Deposit Service Patronage Forecasting model 
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3.1 Dataset Description
The adapted dataset is the Portuguese bank marketing campaign dataset sourced from the Kaggle 
machine learning repository. The objective of the dataset is to classify and thus predict if a customer 
will subscribe for a term deposit as the dependent variable say ‘y’ (Moro, 2014: 25). The marketing 
campaigns were based on phone calls as often customers contact the bank, to access if the product 
termed deposit would be granted (yes) or not (no). An overview of the dataset attributes is presented 
in Table 1.

Table 1: Dataset Description Portuguese bank marketing campaign dataset

Feature Description

Age The age fi eld defi nes the age of the customer 

Job The job here defi nes the job the current customer has as an occupation 

Marital The marital status of a customer can be married, single, divorced, etc.

Education Defi nes the educational level of the customer

Default Defi ne if a customer has credit in default 

Housing Defi nes if a customer has a housing loan 

Balance Customers individual balance 

Loan Defi ne whether a customer has a pending loan or not.

Contact Communication type for a customer.

Month Last contact month of the year

Day Last contact day of the week

Duration Last contact duration, in seconds

Campaign Number of contacts performed during the campaign and for this instance client 

P-days The number of days passed by after the client was last contacted from a previous campaign.

Previous The number of contacts performed before this campaign and for the instant client.

P-outcome The outcome of the previous marketing campaign.

Y Defi nes if the client subscribed to a term called a deposit.

3.2 Data Balancing Techniques
As aforementioned the Portuguese banking institution dataset contains a highly imbalanced dataset 
and thus requires some data balancing algorithms. Hence, the data balancing algorithm utilized is 
the Synthetic Minority Over-sampling Technique and Edited Nearest Neighbors (SMOTE-ENN). 
The algorithm combines two techniques, namely the Synthetic Minority Over-sampling Technique 
(SMOTE) and Edited Nearest Neighbours (ENN). The SMOTE algorithm checks the minority class 
label sample and randomly selects one of its nearest neighbours ‘k’ (usually k=5) before creating 
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a synthetic sample by linearly interpolating between the selected sample and the original minority 
sample. This process is repeated until the desired balance is achieved. The ENN (Edited Nearest 
Neighbours) utilized an under-sampling technique aimed at removing noisy samples from the dataset 
by checking a particular sample class label and its k nearest neighbours (usually k=3) if the majority 
class samples outnumber the minority class samples among the k nearest neighbours, the sample 
is considered noisy and removed from the dataset, the objective is to reduce noise and potential 
misclassifi cation caused by noisy samples (Muntasir, 2022: 16); (Ghorbani and Ghousi, 2020: 6909). 

3.3 Information Gain for Feature Selection 
For the selection of relevant features, while reducing the dimensionality of the Portuguese banking 
institution dataset and possibly increasing the performance of the machine learning models, 
the experiment adapted the Information Gain (IG) algorithm as the feature selection technique 
considering its suitability for the categorical problem as in the case of customer’s subscriptions to a 
campaign or not.  Information Gain (IG) measures the signifi cance of a feature by quantifying the 
quantity of information provided about the class labels (called deposit). Hence, the more valuable a 
feature is for classifi cation or prediction, the greater the information gain. Entropy is used to quantify 
the degree of uncertainty in a dataset when selecting the most pertinent characteristics. It is derived 
from the distribution of deposit labels within the dataset. Typically, the formula used to calculate 
entropy is founded on the concept of Shannon entropy and using the entropy formula, information 
gain is also measured as the degree of entropy reduction of the deposit variable after dataset division. 
This implies that the greater the information gain, the more useful its attribute is for distinguishing 
between classes. Information Gain is depicted by equation (1)  

 (i) 

Where IG represent Information Gain,  is the entropy before separation, and the  represent 
the weighted average entropy following splitting.

3.4 Random Forest 
The proposed Random Forest algorithm is a popular ensemble learning algorithm used for 
classifi cation tasks. The algorithm is based on decision trees and integrates the predictions of multiple 
trees to produce more precise and robust classifi cations. The workfl ow of the adapted random 
forest algorithm entails the creation of an ensemble of decision trees, each of which is trained on 
a random subset of the training data and a random subset of features, followed by the application 
of bootstrapped sampling techniques to each of the decision trees and the random sampling of the 
subsets of the decision tree with replacement. This process assures that each tree receives slightly 
diff erent data, resulting in trees that are diverse and uncorrelated. Randomly selecting the subset 
features of the adapted dataset at each split (the splits are determined based on criteria such as Gini 
impurity or entropy, which measure the purity of the target class in each subset of data) increases 
the diversity of the trees and reduces the risk of over-reliance on any particular feature. Therefore, 
once all decision trees are constructed, each tree predicts, for each sample in the test set, whether 
the record is considered subscribed (deposit variable) by the customer or not. After that, the fi nal 
prediction for a sample is determined by combining the predictions of each tree using majority 
voting. The class with the most votes (i.e., the most frequent prediction across all trees) is deemed the 
ultimate prediction for a given sample. The random forest algorithm was selected because the study 
demonstrated its eff ectiveness in classifi cation tasks due to its capacity to handle high-dimensional 
data, resistance to overfi tting, and ability to identify important features, making it a valuable tool for 
identifying customers’ behaviour from a bank marketing campaign.
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3.5 Xtreme Gradient Boost 
XGBoost (Xtreme Gradient Boosting) is one of the most widely used ensemble machine learning 
algorithms for solving predictive and classifi cation problems (Islam, 2022: 1005). Essentially, the 
algorithm combines multiple weak prediction models of decision trees into a robust predictive 
model using a gradient-boosting approach (Shehadeh et al., 2021: 1046). Gradient boosting is an 
iterative training procedure for decision trees. Throughout the process, successive decision trees are 
constructed, and each tree is trained to rectify the errors of the previous tree. The model begins with 
an initial decision tree and then adds additional trees iteratively to reduce error. Considering that the 
problem is a classifi cation problem, the implemented Extreme Gradient Boosting algorithm employs 
the logistic loss function to measure the diff erence between the predicted and actual outcomes to 
monitor performance. This was accomplished using gradient descent to minimize the loss function. 
To prevent overfi tting and improve generalization. The implemented Extreme Gradient Boosting 
algorithm uses regularization techniques to regulate the complexity of individual trees and the 
ensemble process as a whole. 

3.6 Evaluation Metric 
To evaluate the performance of the classifi ers, some standard evaluation metrics such as accuracy, 
precision, recall, and F1-score. These metrics are proposed based on some machine learning 
evaluation parameters such as the True Positive (TP), True Negative (TN), False Positive (FP), and 
False Negative (FN) evaluation parameters. 

i. True positive (TP): defi nes an instance where an observation emerged from positive classes 
and the classifi er predicted it to be positive. 

ii. False Negative (FN): The false-negative variable defi nes a condition when the actual 
observation from the dataset comes from a positive class label but the model predicted the 
label to be negative.

iii. False-Positive (FP) is a condition when the actual observation comes from negative classes 
but the model predicted the outcome to be positive. 

iv. True negative (TN) identifi es instances where observations from negative classes are 
predicted to be negative. 

Accuracy: calculates the ratio of inputs in the test set correctly labelled by the classifi er. Mathematically, 
accuracy can be denoted as:

 (ii)

Precision: defi nes the percentage of the number of correctly predicted positive outcomes divided by 
the total number of predicted positive outcomes. Thus, precision can be mathematically denoted as:

 (iii)

Recall: is the percentage of correctly predicted positive output to the actual number of positive 
outcomes from the dataset and can be mathematically denoted as:
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 (iv)

F1-score is a measure that defi nes the harmonic mean of the model precision and recalls and 
thence combines the value of the recall and precision to output a single score. The F1 Score can be 
mathematically expressed as follows:

 (v)

4. Results and Discussions
The proposed bank marketing prediction models were implemented on a Windows operating system, 
using the Python programming language and the Anaconda programming environment. The system 
setup involved a dual-core Intel Core I5 processor with 4GB of RAM. The integrated model is 
comprised of the Random Forest and XGBoost algorithms. In the implementation, various Python 
packages were used. Considering that the models are machine learning algorithms, the Sklearn 
Application Programming Interface (API) was employed. Additionally, the NumPy modules were 
utilized for numerical operations, pandas for reading the phishing dataset, and Matplotlib for 
visualizing the graphical behaviour of the implemented models.

4.1 Visualization of Portuguese Bank Marketing Campaign Dataset
To visualize the customers that subscribe to the campaign, the bar chart in Figure 2 was utilized via 
the count plot function using the seaborn packages. The y-axis shows the counts on the number of 
customers whereas the x-axis depicts the customers in the bar chart that subscribed as ‘yes’ or didn’t 
subscribe as ‘no’ to the marketing campaign. From the diagram, it can be identifi ed that the dataset is 
imbalanced as the distribution has a high rate of disparity between the subscribed and not subscribed 
customers. The observation resulted in the need for the application of data balancing techniques. 

Fig 2: subscription counts 

The instance correlation matrix in Figure 3, uses the correlation coeffi  cients annotated to each cell 
to establish the degree to which each feature is connected in the prediction of customer deposits to 
a marketing campaign.  From the correlation diagram, a value of 0 denotes a neutral correlation, a 
value of -1 denotes a weak correlation, and a value of 1 denotes a substantial infl uence between two 
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factors in predicting cases whether or not an instance customer can subscribe to the term deposit after 
the backing marketing campaign. The diagonal axis is always equal to one because each attribute has 
a strong association with itself.  

Fig 3: Correlation Diagram

Figure 4 shows the comparison of customers based on their respective occupations appended to the 
y-axis of the graph. The x-axis in the diagram shows the tally for the respective jobs. The jobs include 
management, technician, entrepreneur, blue-collar, unknown, retired, admin, services, housemaid, 
self-employed, unemployed, and students each having an aggregation of the numbers of individuals 
in an instance job category.

Fig 4: Correlation Diagram
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4.2 Result Presentation
The experimental result of the research on the Portuguese institution marketing campaign is presented 
in Table 2. The headers provide details about the classifi cation models developed, specifi cally the 
Random Forest and Xtreme Gradient Boosting, and the accuracy, precision, recall, and f1 scores for 
these models. The Random Forest  model achieved an accuracy of 95%. When considering customers 
who subscribed to the term deposit (yes label), the precision was 96%, meaning it correctly identifi ed 
96% of the positive cases. For customers who did not subscribe to the campaign (no label), the 
precision was 94%, indicating it accurately identifi ed 94% of the negative cases. The recall for th e 
yes label was 92% and 97% recall for the no label. The f1 scores were 94 % for the yes label and 95% 
for the no label, which are measures that balance precision and recall for each class.
On the other hand, the Xtreme Gradient B oosting model achieved an accuracy of 97%. Its precision 
for the  yes-class label was 96%, and 97%, for the no-class label, the precision was 97%, correctly 
classifying 97% of the negative cases. The recall for both the yes and no class labels was 97%. The 
f1 score for both the yes and no class labels was 97%, which shows a well-balanced performance in 
terms of precision and recall for each class, respectively.

Table 2: Models (Random Forest, XGBoost, and Stacked Model) performance evaluation report 

S. No.

Classifi cation 
Model

Evaluation Metrics for the Classifi cation Models

Accuracy
(0/1) %

Precision 
(0/1) %

Recall
(0/1) %

F1-Score
(0/1) %

1 Random Forest (RF) 95 96/94 92/97 94/95

2 XGBoost 97 96/97 97/97 97/97

Considering Table 2, Figure 5, and Figure 6, it can be identifi ed that the Xtreme Gradient Boost model 
has the best performance accuracy score, even when precision, recall and f1-score are considered. 
Cumulatively, it can be deduced that both the Xtreme Gradient Boost model has the best performance 
in the prediction of customer subscriptions to the term deposit on the Portuguese institution marketing 
campaign dataset.

Fig 5: Model Performance Comparison
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Fig 6: Model Performance Comparison based on Precision, Recall, and F1 score

5. Conclusion and Recommendation
In this paper, two machine learning algorithms namely the Random Forest and XGBoost performance 
were evaluated on the Portuguese institution marketing dataset. The eff ectiveness of the developed 
random forest and XGboost models was validated via some performance evaluation metrics including 
accuracy score, precision, recall, and f1 score. Analytically, the result of the experiment revealed 
the Xtreme Gradient Boosting to emerge as the best model with an accuracy of 97% while the 
random forest has an accuracy of 95%. The results obtained can be attributed to the application of 
the SMOTE-ENN which uses the viabilities of data oversampling and under-sampling and also the 
information gain algorithm as the feature selection techniques. Future studies can apply the viabilities 
of artifi cial intelligence methods such as the Boruta algorithm for feature selection mechanisms. 
Furthermore, more datasets can be employed to enhance the model’s eff ectiveness in predicting 
customer’s subscriptions to deposit campaigns.
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