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Abstract – The circular parameters between the pupil and the iris are found using current iris identification techniques but the 
accuracy creates an issue for the detection process during image processing. The procedure of extracting the iris region from an 
eye image using circular parameters can be improved via approximately too many approaches in literature but remain some 
portions under slightly unconstrained circumstances. In this study, we presented a Black Hole Algorithm (BHA) along the Canny edge 
detector and circular Hough transform-based optimization technique for circular parameter identification of iris segmentation. The 
iris boundary is discovered using the suggested segmentation approach and a computational model of the pixel value. The BHA 
looks for the central radius of the iris and pupil. The system uses MATLAB to test the CASIA-V3 database. The segmented images 
exhibit 98.71% accuracy. For all future access control applications, the segmentation-based BHA is effective at identifying the iris. 
The integration of the BHA with the Hough transforms and Canny edge detector is the main method by which the iris segmentation 
is accomplished. This novel technique improves the accuracy and effectiveness of iris segmentation, with potential uses in image 
analysis and biometric identification.

Keywords: identification, segmentation, biometric, image-processing, iris detection, accuracy, edge detector,  
 circular hough transformation

1.  INTRODUCTION

Iris recognition has quickly emerged as a popular 
study issue due to its potential use in personal identi-
fication considering the rising security demands in our 
daily lives [1-5]. The iris of the human eye is the annular 
portion positioned between the white sclera and the 
black pupil. It has a rich texture created by numerous 
unique minutes (such as circles, inscriptions, and fur-
rows), among others. Iris is especially helpful for per-
sonal identification because it is regarded to be highly 
discriminative between eyes and stable during a per-
son's lifespan. The human eye is considered a compli-
cated and extremely distinctive biological feature in 
the field of iris recognition. In this technology, the iris is 
a tiny, round structure that surrounds the pupil which 

is also an essential part of the eye. Each person's iris 
is unique because of the complex patterns of crypts, 
furrows, and other distinguishing characteristics that 
make it unique. Iris patterns are generated during a 
person's development and are astonishingly stable 
over the course of a person's lifetime, making them a 
permanent and trustworthy type of biometric identi-
fication. Tucked away inside the iris, the pupil controls 
how much light enters the eye and adjusts to the sur-
rounding lighting. Iris recognition systems use this in-
teraction between the iris and pupil to offer extremely 
precise and safe authentication and identification tech-
niques, utilizing the biological wonder of the human 
eye for cutting-edge technical applications [6, 7]. Fig. 1 
depicts the entire human eye, with all of its distinguish-
ing features.
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Fig. 1. A generic view of the human eye [6]

For many security applications, rapid development 
of recognition systems has occurred. This research is 
driven by the rising market need for automated access 
control systems with a biometric recognition platform 
[8]. For human recognition systems, a variety of identi-
fication traits have been investigated, including the iris, 
fingerprint, face, mouth, and ear [9]. The most reliable 
and consistent recognition biometric, however, is iris-
based personal identity systems [10]. In 1993, Daug-
man [11] wrote about the first successful application of 
an iris recognition system. A few processes are involved 
in iris recognition systems, including edge localization, 
segmentation, normalization, feature extraction, and 
matching. Accurate segmentation can considerably 
enhance the performance of the recognition system. 
The characteristics of the iris' texture vary between any 
two individuals and between the left and right eyes of 
the same individual. A sample of the tested database 
of iris photographs is shown in [12] (Fig. 2). It should be 
emphasized that the white area is the sclera, and the 
small black circle represents the pupil of the eye.

(a) (b) (c) (d)

(h)(g)(f )(e)

Fig. 2. Examples of iris segmentation by the 
proposed methods on various challenging iris 

images. Iris images with (a) severe eyelid occlusion, 
(b) eyelash occlusion, (c) glass frame occlusion, (d) 
specular reflections, € defocusing, (f ) off-axis view 
angle, (g) motion ghost, and (h) pupil deformation

The iris of the eye is located between the pupil and 
sclera, though. The key challenge to improving identi-
fication accuracy is precisely identifying both the inner 
and exterior edges of the iris region. It is typical to ex-
amine an incomplete iris image, nonetheless. Whereas 
the area of interest for an iris is obscured by both the 
eyelid and the eyelash. The outside boundary area 
cannot be localized using traditional localization tech-

niques. Additionally, the iris's inner area limits, radius, 
center, and shape are constantly altered by the amount 
of light falling on the eye pupil.

Due to conflicting boundaries and centers, both the 
inner and outer circular parameters must be obtained 
separately [13]. Therefore, a key challenge for biometric 
iris identification systems is the precise segmentation 
of incomplete iris boundaries.

High-accuracy iris systems require an accurate seg-
mentation technique. The system's computing com-
plexity may grow, and the time required for iris segmen-
tation may be cut in half. As a result, the iris segmenta-
tion problem has been the subject of numerous studies 
in literature. To determine the iris' boundary, Daugman 
presented an integro-differential method-based iris 
identification system [11]. The Hough transform ap-
proach was then presented by Wildes to determine the 
boundaries of the iris [14, 15]. The parameters of the 
iris boundaries must be searched for using these two 
traditional methods across the entire parameter space. 
In [16], the authors used the watershed transform and 
circle fitting to locate the outer circle, while the inner 
circle was found using the Canny edge and fitting circle 
approach [16]. An iris localization approach for imper-
fect iris data was put forth in [17]. The iris boundaries 
were located using visible-wavelength light. Edge de-
tection and the identification of the inner and outer cir-
cles were performed using the computation of image 
intensity and the integro-differential operator. To ac-
quire the pupil and iris edges, the researchers also de-
veloped an adaptive intensity threshold approach [18]. 
The boundaries of the inner and outer circles were lo-
calized using the circular Hough transformation. Sardar 
[19] presented hole filling and rough entropy-based 
iris segmentation. The sclera edge is used to roughly 
compute the outer circle. However, the next phase of 
the normalizing process requires more than just utiliz-
ing the binarization algorithm. According to [20], the 
Daugman-rubber sheet normalization requires the pa-
rameters of both the inner and outer circles.

The BHA for data clustering was suggested in [21]. 
The BHA is straightforward to use and has an uncom-
plicated structure. It features a quick search method 
for an objective function's ideal parameters. In this re-
search, the BHA is used to determine the iris' inner and 
outer circular characteristics. This study is divided into 
the following sections: First, describe some previous 
studies, and after this, the methodology in which the 
mechanism of BHA is described. The iris segmentation 
process is examined through BHA, Canny edge detec-
tor, and circular Hough transform. The results and a dis-
cussion of the suggested model are covered in the fol-
lowing section. Finally, the conclusion brings this study 
to a close end.

The BHA's goals for iris border detection and seg-
mentation are useful for vetting accurate and trustwor-
thy iris recognition systems. The purpose is to success-
fully isolate and extract the iris region from an image. 



61Volume 15, Number 1, 2024

The end effect of this is to detect and segment the iris 
boundary with great precision. This guarantees that the 
extracted iris region closely resembles the iris's true limits.

Here, Section 1 covers the introduction to iris re-
search, and Section 2 presents the research that is 
pertinent to this matter. The algorithm and its primary 
parts, as well as the associated methods in the form of 
methodology, are the foundation of Section 3. Section 
4 displays the results of the experiments, and Section 5 

concludes this investigation.

2. RELATED WORK

In unregulated situations, iris segmentation ap-
proaches can be categorized in a variety of ways. To ef-
ficiently investigate the development of the study on 
this topic, this can be provided three distinct categori-
zations for these methodologies in this section. 

Table 1. Various methods used/developed under some unconstrained factors

Reference Method Image scale Datasets Limitations

[22] Adaptive mean shift 
procedure Gray-scale CASIA-V3 Overall performance and reliability of the system

[23] Robust post-processing 
Algorithm

Color and 
Gray-scale CASIA-V4

Can improve recognition performance with other approaches and improve 
the unstable bits in the iris code, further investigation is needed for the 

robust human verification, can search the best possible configuration for 
feature extraction

[24]
Deep multi-task learning 

framework, named as 
IrisParseNet

Color and 
Gray-scale CASIA-V1 Can improve the efficiency of the post-processing step or integrate it into 

the iris segmentation and localization system to form an end-to-end model

[25] Deep neural network with 
augmentation method Gray-scale CASIA-V1 Advanced augmentation process along with numerical analysis for 

segmentation

[26]
Dense-Fully Convolutional 

Network (DFCN), Batch 
Normalization (BN)

Color and 
Gray-scale CASIA-V4

Dense connections are time-consuming, require more training parameters, 
design for more robust iris segmentation algorithms under non-ideal 

conditions, and more effective ways of labeling

[27] Deep-learning 
classification models Gray-scale CASIA-V4 The matching process of computational complexity

[28]
A deep learning 

framework called SIP-
SegNet

Gray-scale CASIA-V1 This can be expanded upon to create a powerful multi-modal biometric 
identification system.

Table 1 lists a few well-known techniques for iris seg-
mentation in unrestricted environments along with their 
limitations. Some methods introduce a novel preprocess-
ing phase for iris segmentation to shorten the search 
time and lessen the sources of errors. The skin and sclera 
regions were separated from the iris picture by Sahmoud 
and Abuhaiba [29] using the K-means algorithm as a pre-
processing step. Some other references [23] also used the 
boundary- and pixel-based approaches. 

Among the first suggested and often used tech-
niques that exploit iris boundaries in iris segmentation 
are Daugman's integro-differential operator [30] and 
Wildes' method [3]. As a result, research regarding iris 
region searching is [23] in process. For the reduction of 
the time searching and minimized the errors are [22]. 
In [23], the researchers suggested an approach based 
on a deep multi-task learning architecture named 
IrisParseNet. To improve the iris identification proce-
dure, it takes advantage of the relationships among the 
iris, sclera, as well as the pupil.

The researchers developed a deep neural network 
approach to precisely segment severely damaged iris 
areas selected from such devices to improve the au-
thentication of the wearable glasses [25]. By combin-
ing convolutional neural networks with dense blocks, 
Chen, Ying, et al. [26] offer an innovative design for 
segmenting the iris. Their design, DFCN, is where their 

name originates. Additionally, several well-known op-
timization techniques like BN and dropout are used to 
improve the performance.

Table 2. Comparison accuracy of the iris 
segmentation with other approaches

Reference Method Accuracy (%)

[19] Rough entropy with circular sector 
analysis 97.12

[27] Deep-learning 96.90

[28] SIP-SegNet 95.11

Proposed 
algorithm

BHA with Canny edge detector and 
hough transform 98.71

As can be seen from Table 2, different approaches 
consistently perform operations with good values 
across all metrices on different datasets for iris seg-
mentation along with its accuracy comparison. Using 
a technique dubbed segmentation-less polar repre-
sentation for iris division, reference [27] combined the 
noise identification and equalization steps alongside 
the iris identification stage. This approach can prevent 
the pupil dilatation issue which may happen under un-
restricted contexts because it is built on a deep-learn-
ing classification system. In recent research [28], the 
authors have determined to construct algorithms that 
concurrently segment more than one visual feature.
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The scholars have developed an automated system 
for iris recognition based on 2D iris images to reduce 
the dimensionality of iris characteristics without los-
ing pertinent information, feature extraction and fea-
ture selection techniques have been applied, including 
principal component analysis and genetic algorithms. 
Levenberg-Marquardt's learning rule is used to create 
the back propagation neural network for iris recognition 
[31]. Utilizing a voting mechanism, the researchers iden-
tify and merge the architectures with the Softmax classi-
fier, concentrating on consensus orientation, using con-
volutional neural networks with consensus between the 
architectures. Applying optimization strategies will also 
prevent overfitting and quicken the learning process 
[32]. Using geometrical information, the Viola-Jones al-
gorithm divides the human eye into parts and intensifies 
contrast, all the while designating a circular region that 
holds the iris. Working on an efficient approach based 
on the Lagrange interpolating polynomial, it obtains 
non-circular iris outlines. This system performed better 
and achieved a higher accuracy rate [33]. The attention 
mechanism, also known as iris segmentation, is intend-
ed to be carried out using an end-to-end encoder-de-
coder model built on enhanced UNet++. To decrease the 
number of network parameters and increase training 
time, efficientNetV2 is chosen as a convolutional block 
of UNet++. UNet++ incorporates an attention module 
during the down-sampling phase to reduce irrelevant 
noise interference and improve the network’s capacity 
to recognize the iris region’s discriminability. The tech-
nique uses a pruning scheme to generate four distinct 
performance networks that can be used to recognize iris 
in a variety of conditions. The method’s strong iris seg-
mentation and generalization capability is demonstrat-
ed by the experimental findings on iris datasets [34]. An 
end-to-end, unified deep learning system without nor-
malization to increase iris segmentation and recognition 
accuracy. Iris segmentation and recognition are handled 
by a dense spatial attention network (DSANet) and a 
multi-attention dense connection network (MADNet) in 
the system. Therefore, several ablation tests are carried 
out to show how successful MADNet and DSANet are. 
The best segmentation and recognition performance 
on low-quality iris images without associated GT data is 
achieved, according to experiments conducted on three 
databases in use [35].

3. MATERIALS AND METHODS

The following sections explain the theoretical and 
experimental aspects of the selected algorithm called 
BHA which is applied to the iris segmentation along 
the Canny edge detector and circular Hough transform.

3.1. BLACK HOLE ALGORITHM

The concept of the BHA in space was identified in the 
last two centuries by Michell and Laplace [36].

Since starlight theoretically cannot pass, it was drawn 
to the BH. Due to the large mass of matter being com-

pressed into a compact area, a strong gravitational field 
is detected. According to the phenomenon, anything 
traveling towards the BH is consumed by the BH be-
fore dissipating. The event horizon is a spherical shape 
that forms the BH boundary. The event horizon's radius 
is determined by the following equation (1), as shown 
below [36, 37].

(1)

Where G, M, and c are the gravitational constant, 
mass, and the speed of light.

The candidates for the BHA are produced and spread 
at random throughout the search space [21]. The best 
candidate with the lowest fitness cost from the previ-
ous iteration is the one the candidates turn toward 
next. Equation (2) shows how the stars are moving in 
the direction of the black hole. Each star's Euclidean 
distance from the BHA is computed. Any star that is in 
the event horizon of the BHA recovery is removed from 
the optimization. New stars are generated at random 
within the BHA region's perimeter in the following it-
eration. The fitness values of each new candidate are 
then assessed once more. The least-suited candidate 
is selected as the new BHA. The event horizon radius 
in the optimization is referred to as the Schwarzschild 
radius. Schwarzschild radius is calculated by (1) in real 
space, while it is calculated by equation (3) in BHA [21]:

Xi (t + 1) = Xi(t) + rand × (XBH − Xi(t)), i = 1,2,…,N (2)

(3)

Where Xi(t) and Xi(t + 1) signify the locations of the 
ith star at iterations t and t+1, respectively. rand also de-
notes a uniform distribution with a 0–1 range. N stands 
for the number of stars. In the exploration space, XBH 
identifies the black hole's location. R stands for the event 
horizon's radius, fi for the ith star's fitness value, and fBH for 
the black hole's fitness value.

3.2. CANNY EDGE DETECTOR

By using edge detection, the search space is reduced 
while maintaining an image's basic structural integrity. 
One of the common edge detection methods is the 
Canny edge detection method which has some steps. To 
reduce noise, the image is smoothed using a Gaussian 
filter. By using the Pythagorean theorem, the gradient 
magnitudes of the image are determined with the help 
of the following equation (4):

(4)

where Gx and Gy, respectively, represent the corre-
sponding horizontal as well as vertical gradients. The 
boundaries are then designated in accordance with the 
gradients' big magnitudes. Edges can be designated as 
those pixels that are thought to form a portion of an 
edge through non-maximum suppression. While ex-
amination of the appropriate edges is performed via 



63Volume 15, Number 1, 2024

a thresholding procedure. Besides this, suppressing all 
edges that are not related to an effective edge to deter-
mine the final edges.

3.3. CIRCULAR HOUGH TRANSFORM

This method is used for the searching process of the 
circles shapes in images this can be found through the 
equation (5) as stated below:

(5)

Where r is considered as the radius of the circle and two 
points of the circle are x and y whereas the coordinates of 
the center are a and b. The geometric formulas used for 
the points of the circle are as follows in equation (6):

Each point (x, y) on a circle in the original image with 
a known radius may identify a round centered at (x, y) 
in the parametric space while the algorithm runs. If all 
the circles in the parameter space come together at 
just one location, this location is the exact center of the 
initial circle (Fig. 3).

(6)

Fig. 3. The principle rule of circular Hough 
transformation

3.4. IRIS SEGMENTATION

Some sub-level steps are required for this process 
which is necessary for the iris segmentation.

Step-1: Submission of the paper: Fig. 4 presents the 
suggested framework of the given conceptual struc-
ture. The segmentation model-based BHA optimiza-
tion is presented using a few procedures along with its 
activities. As a result, the best fitness value is calculated 
through the procedure and jumps to the next point 
which is evaluation.

Step-2: Database: The suggested iris segmentation 
model is tested using the CASIA-V3 interval database 
[12]. All the iris photographs were captured using a 
near-infrared light source and are 8-bit grayscale JPEG 
files. 2655 photos in all, having a 320 by 280-pixel reso-
lution, were captured from 249 different subjects.

Step-3: Pre-processing: Before testing an image, 
the following procedures are put into place: The tested 
image is initially put into the MATLAB workspace. Sec-
ond, the name of the image that was tested is noted. 
One of the tested images is called image-1 from the 
CASIA-V3 database (Fig. 5). The size of the image is ex-
amined in the third. The image will become grayscale if 
it has three layers. The picture matrix is then imported 
into the MATLAB workspace along with the values of its 

pixels. The imparted image matrix is now prepared to 
determine the iris image border. 

Fig. 4. The framework

Fig. 5. The input image-1 from the CASIA-V3 for iris 
segmentation empirical testing

Step-4: Circular boundary detection: The initial prob-
lem in this paper is the border identification of the iris 
image based on pixel values.

As in the vector representations of the iris, which are 
one-dimensional. In this case, it would seem logical to 
assume that a boundary pixel should exist between the 
fifth and sixth pixels.

53 58 55 62 68 123 151 145 141

It would be harder to say that there should be a bor-
der in the corresponding region if the intensity differ-
ence between the fifth and sixth pixels were larger and 
the intensity differences between the adjacent neigh-
boring pixels (1st to 4th and 6th to 9th) were smaller. 
Furthermore, it may be argued that there are numerous 
edges to this instance. Considered to be a boundary, 
the fifth pixel can be determined using equation (7).
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(7)

Where n = 4 is the fourth-order detection, I(i) is the 
value of a specific pixel, and f(x) is the boundary value. 
MATLAB is used to analyze the population of pixels 
before doing the histogram analysis for the tested im-
age. Fig. 6 shows three populations in three significant 
regions (pupil, iris, and sclera). Therefore, it is necessary 
to determine a precise threshold for the size of the in-
tensity difference between two adjacent pixels. There-
fore, to determine the boundary of the pupil and iris, 
two threshold values are required. The multi-level Otsu's 
technique [38] in MATLAB, which analyses the tested im-
ages using the Otsu method, can be used to generate 
these thresholds. The following results are derived using 
the multilevel thresholds: the pixel value of the iris re-
gion (124 to 165), the pupil (20 to 61), and the sclera area 
(185 to 219). As a result, considering Equation (7) the 
pupil boundary's minimal value, f(x) =63 pixels, and the 
iris's minimum value, f(x), is 20 pixels along a boundary. 
That establishes the f(x) of BHA. Using limit optimization 
in MATLAB between 20 and 70. During optimization, any 
pixel's f(x) = (20 to 70) is thought of as a boundary pixel.

Fig. 6. The numerical values of empirical testing 
regarding significant regions of the iris

Four times are used to detect border pixels at vari-
ous angles: 0° and 180°, 45° and 225°, 90° and 270°, and 
135° and 315°. That might get worse. The precision of 
the calculation for various boundary directions (Fig. 7).

Fig. 7. Recognition of boundary pixels with the help 
of different angles

(a) (b)

(c) (d)

Step-5: The BH optimization for pupil boundary: 
This work uses the BHA search technique to segment 
the iris. The BHA can quickly and with fewer computa-
tions arrive at the ideal parameters. First, the optimi-
zation problem's objective function is set to the circle 
equation (8). The program looks for the pupil circle's 
three primary parameters, Rp, Xp, and Yp, where Rp is 
the pupil circle's radius in pixels. Additionally, Xp and 
Yp show where the circle's center is. Second, the data 
are analyzed, and the fitness function is determined 
using the border pixel value equation (7). Thirdly, the 
BHA generates 100 stars (100 circles) at random for 
each iteration. Each candidate receives random values 
for Rp, Xp, and Yp (Fig. 8). During optimization, the im-
age's size is considered to ensure that all 100 circles are 
contained within the image.

(8)

(a) (b)

(c) (d)

(e) (f )

Fig. 8. The BHA operation, (a) star number 7, (b) star 
number 31, (c) star number 57, (d) star number 73 

which is the BH of the first iteration, (e) first iteration 
the BHA generates randomly 100 stars (100 circles), 
and (f ) second iteration generates 100 circles close 

to the pupil

To demonstrate (8), the star parameters use a 360-de-
gree step-size circle. Fourth, a black mask zeros image 
(Istar) with the same dimensions as the input image 
(320 x 280) is used to plot this circle. In the original im-
age, an identical circle is formed, but it doesn't touch 
the image borders. The equation is used to calculate 
the pixels at the circle's edge (7). When the pixel is 
located at the border between the iris and the sclera 
or between the iris and the pupil, the equation (7)'s 
maximum value might be reached. Fifth, the pixel's 
computed value that is higher than the thresholds is 
tallied and recoded using equation (7). For various 
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angles surrounding this pixel, this calculation is used. 
The same procedure is applied to the additional pixels 
that are situated at the circle's edge. For this star, the 
total number of recoded pixels (the circular border is 
true) is calculated. Sixth, this candidate's outcome just 
displays the recoded pixels. The fitness value of the first 
star (first circle) for unrecorded pixels is calculated us-
ing equation (9).

(9)

Where r = Rp, θ is the angle, cx = Xp, cy = Yp, fstar is 
the fitness value of the star, Precoded is the total number 
of recoded pixels, and Pstar = 360 is the number of star’s 
pixels. For instance, Fig. 8(a) shows the star number 7 
produced by the first BHA iteration. On the tested iris 
image, the seventh star in Fig. 8(a) is shown as a yel-
low circle. Only at two points does the pupil's border 
cross that of the yellow circle. Considering this, equa-
tion (9)'s calculation yields the high fitness value f7 star = 
1-(47/360) = 0.87. Furthermore, as shown in Fig. 8, the 
computation of star number 31 yields a fitness value of 
f31 star = 1- (61/360) = 0.83 Fig. 8(b). The star number 57's 
fitness value is calculated as f57 star = 1- (143/360) = 0.60. 
Fig. 8(c). Additionally, the star number 73's computation 
yields a fitness value of f73 star = 1-(257/360) = 0.28. Fig. 8(d). 
According to the framework proposed in Fig. 4, the cre-
ated circle of star 73 observes the lowest cost fitness. 
As a result, during the second iteration, star No. 73 is 
regarded as the pupil's black hole. A further 100 stars 
are produced in the second iteration using equation (3) 
BHA. These new stars, however, have circular character-
istics that are comparable to those of star 73 from the 
initial iteration. According to the Equation, the stars' 
parameters have horizon radius conditions (3). All the 
newly suggested circles will be placed near the stu-
dent boundary as a result. Consequently, in just 2 sec-
onds, the best circle representing the pupil boundary 
is found.

The fitness values of all the stars as well as the remain-
ing 99 stars are subject to this process. Seventh, the 
BHA updates the location and the black hole candidate 
for the following iteration by evaluating the fitness val-
ues for all the stars. Eighth, in the following iteration, 
the star whose fitness value is lower than the existing 
black hole's fitness becomes the new black hole. The 
fresh random 100 stars migrate in the following itera-
tion toward the new black hole. The BHA generates 
100 more circles with parameters that are very similar 
to those of the new BH and they have the best fitness 
from the previous iteration. The eight procedures that 
were used in the initial iteration are then carried out 
once more. The second iteration's top fitness star ad-
vances to the third iteration's BH position, and so forth. 
The third iteration updates both the BH's location and 
the stars' proximity to the ideal iris boundary. Finally, 
this technique can quickly determine the ideal param-
eters without calculating all the Rp, Xp, and Yp prob-
abilities. The pupil boundary's recognized circle (Fig. 9).

Fig. 9. The boundary of the pupil along its 
identification

Step-6: The BH optimization for iris boundary: For 
each star, the BHA can recommend a set of random 
circle parameters. The top fitness performer from the 
initial iteration devolves into a black hole for the subse-
quent iteration. The fitness value of the goal function is 
gradually increased. The ideal circle that shows the iris 
border is given once the stop criteria have been met 
(Fig. 10). The BHA accurately determines the iris bound-
ary's center and radius.

Fig. 10. The boundary of the iris along its 
identification

Step-7: Iris mask: There are two ways to obtain a logical 
array mask. First, it is used solely to extract the segmented 
iris region. Second, it is employed to assess the segment-
ed system's correctness. A 320 x 280 zeros array is created 
to produce the mask image (I-mask). The iris region is then 
given one logical value by plotting a filled circle on the I-
mask after that. The pupil region is then given 0 logical 
values by plotting a filled circle on the I-mask. By applying 
element-wise multiplication, the proposed mask of the 
segmented iris image (I-mask) is multiplied with the input 
image (image-1) (Fig. 11), where only the segmented por-
tion of the iris is visible (segmented).

Fig. 11. The process of masking as image-1 and 
segmenting as results
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4. EXPERIMENTAL RESULTS

In this experiment, the accessible iris database is uti-
lized. The chosen segmentation method is tested using 
the CASIA-V3 database. This database was chosen be-
cause it has 2639 images, whereas most of the images 
in CASIA-V3 had less-than-ideal iris conditions (partial 
occlusion). Some of the images that were segmented 
using the BHA are shown in Fig. 12. The outcome shows 
that the limits of the pupil and the iris are accurately 
identified. Even though Fig. 12 depicts images with var-
ious pupil or iris occlusions and radiuses, the suggested 
technique is successful in segmenting the iris region.

Samples for iris 
boundaries (a)

Sample for iris 
segmentation (b)

Fig. 12. CASIA-V3 Dataset samples for the detection 
of the iris edges and segmentation.

Additionally, the suggested algorithm's average ac-
curacy is assessed using the model in [19]. The cor-
rectness of each extracted mask (I-mask) is tested us-
ing the Images Ground Truth (IGT) of the CASIA-V3 in 
[39]. The I-mask XOR IGT operation is used to generate 
mismatched localized pixels (mismatch). Utilizing the 
I-mask and IGT's confusion matrix function, the perfor-
mance matrix is computed. According to equation (10), 
the segmented image's accuracy is expressed as the 
proportion of correctly predicted pixels, where TN, TP, 

FN, and FP stand for true-negative, true-positive, false-
negative, and false-positive, respectively. The accuracy 
of the segmented image-1 using BHA is estimated to 
be 98.71% (Fig. 13 (a)).

Accuracy=(TP+TN)/(TP+TN+FN+FP) (10)

The average accuracy of all the images is calculated 
using mismatched images. If image segmentation has a 
segmented image that, when utilizing (10), has an accu-
racy lower than 90%. (FN). However, any image segmen-
tation utilizing (10) that achieves an accuracy of more 
than 90% is correct (TP). The average accuracy of the 
BHA is tested in this experiment by randomly choosing 
many images of various subjects. Fig. 13 (b) depicts the 
confusion matrix of the tested images. The computed 
average accuracy of all examined images is 8.

Average accuracy= 
(Number of correct segmented images)/ 

(Total number of images) x 100%
(11)

The average accuracy of the suggested BHA segmen-
tation is 98.71 % according to Equation 11. On average, 
the suggested BH method has higher segmentation ac-
curacy than [19].

(a) (b)

Fig. 13. The confusion matrix along all its 
parameters percentage

5. CONCLUSION 

There are many issues that are frequently formulated 
as optimization problems, and low-performance op-
timization techniques suffer from weak or slow con-
vergence to the best solutions for high-performance 
optimization methods that produce high-quality solu-
tions while consuming the fewest steps. Due to its de-
pendability and practically flawless detection rates, iris 
recognition has gained popularity. The three primary 
phases of an iris recognition system are image pre-
processing, feature extraction, and template matching. 
The success of the next feature extraction and template 
matching stages depends on the iris segmentation 
stage of the pre-processing procedure. In this study, the 
CASIA-V3 database has been segmented accurately by 
using the BHA along the Canny edge detector and cir-
cular Hough transform which provides the most appro-
priate improvement in accuracy. The pupil and iris are 
segmented using optimization edge boundaries. When 
optimizing, the complete boundary of the image was 
deemed satisfactory because of the high segmentation 
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accuracy of 98.71% obtained by utilizing the combina-
tion of the algorithm with the selected methods and the 
value of pixels. The suggested technique removed the 
noise from both the eyelid and eyelash consideration in 
our future study and only split the circular borders. Any 
iris biometric security system can be made more effec-
tive by using the suggested algorithm.

A second way to enhance the algorithm's conver-
gence is to change the randomization parameter so that 
it gradually drops as the optimum approach. For future 
work, to improve performance evaluation according to 
the iris recognition system in non-ideal conditions. It will 
look for ways to increase accuracy as well as speed so 
that it can operate in real-time. Future research should 
focus on expanding this algorithm to color images and 
evaluating their accuracy for human recognition. Future 
work should also involve utilizing a minimum of two iris 
databases to ensure comprehensive experimentation 
and robust validation of the results.
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