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Abstract – In recent years, more people have been using the internet and social media to express their opinions on various subjects, such 
as institutions, services, or specific ideas. This increase highlights the importance of developing automated tools for accurate sentiment 
analysis. Moreover, addressing sarcasm in text is crucial, as it can significantly impact the efficacy of sentiment analysis models. This 
paper aims to provide a comprehensive overview of the conducted research on sentiment analysis and sarcasm detection, focusing 
on the time from 2018 to 2023. It explores the challenges faced and the methods used to address them. It conducts a comparison of 
these methods. It also aims to identify emerging trends that will likely influence the future of sentiment analysis and sarcasm detection, 
ensuring their continued effectiveness. This paper enhances the existing knowledge by offering a comprehensive analysis of 40 research 
works, evaluating performance, addressing multilingual challenges, and highlighting future trends in sarcasm detection and sentiment 
analysis. It is a valuable resource for researchers and experts interested in the field, facilitating further advancements in sentiment 
analysis techniques and applications. It categorizes sentiment analysis methods into ML, lexical, and hybrid approaches, highlighting 
deep learning, especially Recurrent Neural Networks (RNNs), for effective textual classification with labeled or unlabeled data.
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1.  INTRODUCTION

The paper's objective is to thoroughly study all the re-
lated research to understanding people's feelings and 
identifying sarcasm, whether accomplished using a single 
language or multiple languages. We'll also compare these 
studies based on what they aim to solve, what methods 
they use, what the dataset used, how they test their re-
sults, who benefits from their work, what the outcomes 
are, and what's good and not so good about their ap-
proaches. We'll also investigate the problems in senti-
ment analysis and sarcasm detection, and we'll explore 
the ways researchers have come up with to tackle these 
problems. We'll attempt to identify which solutions work 

best and what's coming next in sentiment analysis and 
sarcasm detection. Sentiment analysis [1, 2], crucial for 
understanding public opinions on products and events, 
has become vital with the internet's growth, but analyz-
ing vast online data poses challenges. The goal [3-11] is to 
assess sentiment, often on a positive-negative spectrum 
for written reviews. Sentiment analysis, situated at the 
intersections of computational linguistics, NLP, and data 
mining, utilizes techniques from these fields to extract 
sentiments from text. It explores research areas such as 
data mining and machine learning within the context of 
NLP [12,13]. Sarcasm [14-18], a statement conveying the 
opposite of its intended meaning and often used humor-
ously or critically, poses a challenge for sentiment analysis 
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as it can invert the true sentiment of a statement. Despite 
being a popular research topic, sarcasm detection [19-26] 
is crucial as sentiment analysis can misinterpret sarcastic 
sentences, leading to inaccurate sentiment classifications.  
The difficulty lies in the nuanced nature of human emo-
tions and expressions conveyed through text, making au-
tomatic sarcasm detection a challenging task within natu-
ral language processing (NLP) [27, 28]. In sentiment analy-
sis, written opinions often mix several languages, making 
it difficult to fully capture the text messages, resulting in 
a more complex classification of the text's polarity. Senti-
ment analysis struggles with multilingual comments that 
mix different languages [29, 30]. In tackling this issue, a 
sentiment analysis tool is essential for sorting reviews in 
the intended language and discarding others. However, 
this might make data smaller and influence the accuracy 
of linear classifiers. Identifying the source language is es-
sential for successful cross-lingual sentiment analysis, as 
it helps to use suitable resources for sentiment analysis in 
that language [31]. 

Some challenges in sentiment analysis and sarcasm 
detection are:

•	 Determining sentiment in a sentence becomes 
difficult with the presence of sarcasm, making 
it challenging to discern the intended meaning. 
Detecting sarcasm in text poses a challenge due 
to context absence, user personality, the lack of 
expressions and body language, diverse writing 
styles, noise in text, and limitations in accurately 
classifying input data for sentiment analysis.

•	 Classifying people's sentiments is hard when they 
use different languages, making it complex to de-
cide if the message is positive or negative. Most 
sentiment analysis focuses on English, but as more 
people use their languages on social media like 
Facebook and Twitter, there's a need to handle re-
views in different languages.

•	 Sentiment analysis becomes complicated in cases 
where contextual information and explicit senti-
ment words are absent in an implicit text and when 
individuals express their emotions in an obscure 
and implicit manner.

•	 While current word vectors primarily focus on word 
meaning in sentiment analysis, it's crucial to incor-
porate sentiment aspects in embeddings because 
words with different sentiments, like "I'm sad" and 
"I'm happy," can end up with similar vectors due to 
shared contexts.

For Methods, the study of sentiment analysis and sar-
casm detection categorizes methods into three types: 
machine learning (ML), lexical-based, and hybrid ap-
proaches. Deep learning, especially recurrent neural 
networks (RNNs), is valuable for classifying textual in-
formation due to its flexibility and complex structure. 
Machine learning involves training a computer with al-
gorithms to detect patterns in large datasets, with deep 
learning (DL) being a component that uses algorithms 

for advanced data abstraction. In ML, supervised learn-
ing relies on labeled training data to predict outcomes 
accurately, while unsupervised learning discovers pat-
terns without labeled data. Popular ML techniques in-
clude Naive Bayesian, Support Vector Machine, Artifi-
cial Neural Networks, and the K-means algorithm.

The main contributions of this paper are:

•	 The survey paper compares 40 relevant studies on 
sentiment classification and detection of sarcasm, 
revealing significant variations in model perfor-
mance and identifying gaps in the literature. It is a 
valuable resource, offering insights to guide future 
research and development in these areas.

•	 The paper evaluates the performance of diverse 
methods and algorithms in sarcasm detection and 
sentiment classification, comparing their accuracy 
and highlighting strengths and limitations to as-
sist researchers in choosing suitable techniques for 
specific applications.

•	 The paper addresses the challenges of multilingual 
comments in sentiment analysis. It emphasizes the 
need for a sentiment analysis tool capable of pro-
cessing multilingual and mixed-code datasets. 

•	 The paper identifies future trends and expecta-
tions in sarcasm detection and sentiment classifi-
cation. It discusses the potential of advanced deep 
learning techniques, such as transformers and at-
tention mechanisms.

2. LITERATURE REVIEW

In the world of sentiment analysis and sarcasm de-
tection for written communications, a growing area of 
study driven by the increasing need for a better under-
standing of textual data is appearing. This review thor-
oughly examines previous research in sentiment analy-
sis and sarcasm detection. It covers studies focused on 
specific tasks, including Sentiment Analysis, Sarcasm 
Detection, Joint Sarcasm Detection and Sentiment 
Analysis, Multilingual Sentiment Analysis, and Multilin-
gual Sarcasm Detection.

2.1. SENTImENT ANALYSIS

Sharmin et al. [1] proposed an attention-based con-
volutional neural network (CNN) approach for senti-
ment analysis in the Bengali language. The authors use 
a dataset of Bengali movie reviews to train and evalu-
ate their model. The literature supports the use of deep 
learning models, especially CNNs, for sentiment analy-
sis tasks, and adding attention mechanisms to CNNs 
has been shown to improve their performance. 

De Kok et al. [2] proposed a novel model for aspect-
based sentiment analysis (ABSA) that analyzes senti-
ments or feelings related to attributes or characteris-
tics of a product or service. The model utilizes ontol-
ogy features to enhance the accuracy of ABSA models. 
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The authors use a dataset of hotel reviews to train and 
evaluate their model. 

Elfaik et al. [3] proposed a deep learning approach 
for sentiment analysis of Arabic text using a deep bi-
directional LSTM network with pre-trained word em-
bedding. The authors utilize a dataset of Arabic tweets 
to train, assess, and compare their model with other 
state-of-the-art models. 

Sarkar et al. [4] proposed a deep learning-based ap-
proach for sentiment analysis of Bengali tweets using 
the SAIL 2015 Bengali dataset, which contains 9,108 
Bengali tweets labeled with positive, negative, and 
neutral sentiments. They employ a Bidirectional Long 
Short-Term Memory (BILSTM) network with an atten-
tion mechanism and incorporate external knowledge 
from SentiWordNet for improved performance. The 
proposed approach achieves an accuracy of 55%.

Chen et al. [5] proposed a new pre-processing meth-
od for implicit sentiment text classification that con-
verts text features into picture features using FER-Net 
and TTP. The proposed method achieved an accuracy 
of 85% on the SMP2019 dataset. The study also intro-
duces a new research direction in implicit sentiment 
analysis work by combining text classification and im-
age analysis. Nonetheless, the proposed method has 
limitations in dealing with more detailed implicit senti-
ment text categorization tasks.

Zhao et al. [6] presented a new approach to senti-
ment analysis on social media platforms, which in-
volves capturing the implicit text features hidden in 
user comments and the explicit sentiment network 
formed by the topological relationships of users to en-
tities. The proposed approach comprises two primary 
components: a text representation module based on 
word graphs and a network embedding module for a 
heterogeneous social graph. Low-dimensional poten-
tial representations of network nodes are obtained by 
operating network embedding techniques, and non-
consecutive and long-distance semantics are captured 
by adding feature learning technology. The original 
social network is divided into a user entity sentiment 
network and a user relationship structure network and 
acquires their node embedding representations indi-
vidually using two separate autoencoders.

Huang et al. [7] proposed a novel model for senti-
ment analysis in Vietnamese by leveraging sentiment 
word embedding alongside transfer learning. The 
model utilizes a BiLSTM with an attention mechanism 
and generates sentiment vectors using Word2Vec. The 
model uses the Vietnamese Students’ Feedback Corpus 
as the training dataset. The authors also demonstrate 
the effectiveness of using English corpus for transfer 
learning to improve the sentiment classification of 
Vietnamese. The proposed sentiment word vector can 
represent both the context and the sentiment informa-
tion of words, which enhances the model performance. 
The accuracy achieved by the proposed model is 86%, 

which shows its potential in a successful sentiment 
analysis for the Vietnamese language.

Hussein et al. [8] proposed a method for Arabic senti-
ment analysis of multi-dialect text that utilizes machine 
learning techniques. The authors collected a dataset of 
tweets from different Arabic dialects and pre-processed 
it by removing stop words, non-alphanumeric characters, 
and URLs. They then used a feature extraction technique 
called Term Frequency-Inverse Document Frequency (TF-
IDF) to convert the tweets into numerical vectors. The pro-
posed model utilized three machine learning classifiers 
for sentiment analysis: Naive Bayes, Decision Trees, and 
Support Vector Machines (SVM). The experiments were 
conducted using a 10-fold cross-validation technique, 
and the results show that SVM achieved the highest ac-
curacy of 87.2%, followed by Logistic Regression with 0.85 
and Stochastic Gradient Descent with 85%. The authors 
also conducted experiments with different feature selec-
tion techniques and found that the Chi-square feature se-
lection method provided the best results. 

Ma et al. [9] proposed a novel model called Attentive 
LSTM with Common Sense Knowledge (ALCSK), which 
utilizes a pre-trained commonsense knowledge graph 
to enrich the aspect embedding layer and to enhance 
the accuracy of Targeted Aspect-Based Sentiment 
Analysis (TABSA) methods. The proposed model out-
performs existing state-of-the-art methods on bench-
mark datasets, demonstrating its effectiveness in han-
dling domain-specific knowledge and incorporating 
commonsense data.

Londhe et al. [10] propose a system that combines 
Long Short-Term Memory (LSTM), fuzzy logic, and in-
cremental learning for sentiment analysis in restaurant 
reviews. The system effectively handles multi-category 
classification and captures cross-category correlations 
by incorporating binary classifiers and an ensemble ap-
proach. Adding fuzzy-encoded LSTM enhances model 
performance, achieving an accuracy of 81.04% and 
outperforming previous methods. 

Li et al. [11] proposed an enhanced label propaga-
tion algorithm (LPA) referred to as the label attenua-
tion propagation model (LAPM) for the automated as-
sessment of emoji sentiment. The paper addresses the 
need for quantifying emoji sentiment and introduces 
the use of LPA in the emoji sentiment analysis field. 
LAPM is employed to compute sentiment uncertainty 
and emojis sentiment based on the Emoji Link Network 
(ELN) built for effectively managing and categorizing 
many social media emojis. The accuracy achieved by 
the proposed model is 85%, which is higher than the 
74% accuracy achieved by LPA. 

Hiyama et al. [12] proposed a neural network-based 
sentiment analysis model that uses an attention 
mechanism. The model consists of four layers: word-
embedding, bidirectional LSTM, attention, and classifi-
cation layers. The embedding layer converts the input 
into a fixed-size continuous vector. The bidirectional 
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LSTM layer produces contextual word vectors, while 
the attention layer assesses the significance of these 
contextual word vectors and computes a sentence vec-
tor. Finally, the classification layer utilizes the sentence 
vector to predict the sentiment polarity. The authors 
provide details on each layer and how they are used to 
enhance sentiment analysis results.

Liu et al. [13] proposed an algorithmic framework 
for cross-domain aspect-level sentiment analysis using 
the Amazon product review dataset, which comprises 
reviews for products across five domains: Books, DVD 
disks, Electronics, Kitchen appliances, and Videos. The 
proposed algorithmic framework utilizes the convolu-
tional, adversarial, and BERT models. The authors Al-
tered the CNN architecture by introducing a gated ac-
tivation unit to improve its performance. The proposed 
model achieved an accuracy of 88.9%.

2.2. SARCASm DETECTION

Bagate et al. [14] proposed a model for detecting sar-
casm in tweets without relying on specific clues such as 
hashtags. The dataset used for this research was collect-
ed from Kaggle and consisted of 51,188 tweets. The pro-
posed model uses machine learning classification meth-
odology and deep learning embedding techniques, 
which include data pre-processing steps such as tokeni-
zation, lower casing, stop word removal, and stemming. 
The model utilizes a stacking way that combines the 
outcomes of logistic regression and a Long Short-Term 
Memory (LSTM) recurrent neural network, feeding them 
into a light gradient boosting technique. The evaluation 
metrics used for the model are F1-score and confusion 
matrix. The proposed model achieves better results in 
sarcasm detection without the presence of hashtag 'sar-
casm' compared to existing methods. 

Zhang et al. [15] developed a method to enhance 
the performance of sarcasm detection with limited 
labeled data by applying adversarial training. The au-
thors employed different neural network architectures, 
like Convolutional Neural Networks (CNN) and Hierar-
chical Recurrent Neural Networks (HRNN) and incor-
porated self-attention mechanisms into these models. 
For evaluation, the authors conducted evaluations 
using six different models on three datasets from the 
Internet Argument Corpus (IAC), Rhetorical Questions, 
and Hyperbole. The findings demonstrated that their 
adversarial training technique significantly improved 
sarcasm detection performance. 

Zhang et al. [16] proposed a novel deep learning-
based model for detecting sarcasm in Chinese text us-
ing contextual information from social networks. The 
model includes a Pair of concurrent modules, sketchy 
reading, and Intensive Reading, which use an attention 
mechanism and a hierarchical method to extract fea-
tures from the input. The output from the two modules 
is then concatenated and passed through a fully con-
nected layer to make the final prediction.

Tanya et al. [17] proposed a hybrid approach com-
bining deep learning and traditional machine learning 
methods for detecting sarcasm in social media, using 
the News Headlines Dataset. The authors pre-process 
the dataset by removing usernames, stop words, and 
non-alphanumeric characters. To classify sarcasm pat-
terns, authors used supervised machine learning tech-
niques, hybrid neural network architectures, ensemble 
hybrid approaches, and standard models implement-
ing word embedding. The results show that the deep 
learning model, specifically the RNN with LSTM, dem-
onstrates the highest level of accuracy of 96%, followed 
by The RNN utilizing GRU with an accuracy of 95%, and 
the CNN-RNN hybrid model with an accuracy of 90%. 
These accuracies are much higher than those achieved 
by other supervised models. 

Sharma et al. [18] proposed a hybrid method for 
sarcasm detection in social media. The model incor-
porates sentence embedding generation from Auto-
encoder, bidirectional encoder representation trans-
former (BERT), and the universal sentence encoder 
(USE), aiming to accommodate a wide range of content 
types. It undergoes verification using three real-world 
social media datasets, achieving higher accuracy than 
previous state-of-the-art frameworks. The proposed 
model employs pre-processing, pre-training, and clas-
sification phases, utilizing three sentence-based tech-
niques to provide the final categorization of sarcastic 
or non-sarcastic comments. 

Kavitha et al. [19] developed a novel deep learning-
based sarcasm detection classification model (DLE-
SDC) that involves a pre-processing stage, Glove-based 
word vector representation, a combination of convo-
lutional neural network and recurrent neural network 
(CNN-RNN) based classification, and an algorithm for 
teaching and learning based optimization (TLBO) for 
hyperparameter tuning. The model is validated using a 
benchmark dataset and evaluated based on precision, 
recall, accuracy, and F1 score. 

Sengar et al. [20] introduce a novel method for sar-
casm detection in text. It employs feature engineer-
ing techniques based on contrasts within sarcastic 
sentences, focusing on positive phrases followed by 
negative situations or vice versa in tweets. The dataset, 
sourced from Twitter, includes 151,900 sarcastic and 
330,692 non-sarcastic tweets. The approach involves 
pre-processing, contrast sentiment feature extraction, 
pattern recognition, and N-grams feature extraction. A 
neural network with ReLU activation outperforms tra-
ditional machine learning models in accuracy and f1-
score for sarcasm detection.

Rao et al. [21] developed a sarcasm detection model 
using Twitter data. The dataset used for the experiment 
is the Twitter headlines dataset.It contains around 30k 
tweets. The data is processed using various Python li-
braries like Word2Vec, NLTK, SciPy, TextBlob, Plotly, Mat-
plotlib, and NumPy. The pre-processing steps involve 
data cleaning, tokenization, stemming, lemmatization, 
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and feature extraction using word embeddings. The 
sarcasm detector utilizes a long short-term memory 
(LSTM) network that ensures careful monitoring of the 
input data dependencies. The model can achieve an 
accuracy rate as high as 92% depending on the dataset 
and the number of epochs employed. The model clas-
sifies input data based on a prediction variable, repre-
sented as a two-dimensional array. A front-end engine 
was created for the RNN model, capable of detecting 
sarcasm in grammatically correct input and notifying 
users of incorrect input and spelling errors.

Bhardwaj et al. [22] proposed a deep learning model 
that uses BERT to pre-process the input sentence for 
sarcasm detection. The authors report an accuracy of 
99% on the news headline dataset, which is a valuable 
improvement over the previous approach. 

Ghosh et al. [23] focused on the class imbalance 
problem in sarcasm detection on Twitter. The authors 
extracted Indian tweets and manually classified them 
as sarcastic or non-sarcastic. They used N-gram fea-
tures for tokenization and applied the Synthetic Minor-
ity Oversampling Technique (SMOTE) to augment the 
minority class data points. They used two classifiers, 
BNB and LRC, to Assess the performance of each and 
make a comparison before and after SMOTE. The results 
showed that SMOTE was effective when dealing with 
the imbalance in class issues and enhancing the clas-
sifier performance. BNB reached maximum accuracy 
with a low-level oversampling rate, while LRC achieved 
the same precision with a 50% oversampling rate.

Mohan et al. [24] address the challenge of detecting 
sarcasm in textual data, particularly in the context of 
customer feedback and social media. The paper pro-
poses a hybrid model that combines Bidirectional En-
coder Representations from Transformers (BERT) and 
Graph Convolutional Networks (GCN) for accurately 
detecting sarcasm. The model utilizes affective and ad-
jacency graphs, BERT embeddings, and GCN to capture 
advanced structural and semantic patterns within sar-
castic content. Experimental results showcase the out-
standing performance of the proposed approach com-
pared to baseline approaches, achieving high accuracy 
and f1 scores on publicly available sarcasm datasets. 

Sharma et al. [25] introduce a hybrid ensemble ap-
proach designed for detecting sarcasm on social net-
working platforms. The model combines word-based 
and sentence-based models such as GloVe, Word2Vec, 
and BERT embeddings with a fuzzy logic module to 
overcome the limitations of individual methods and 
improve sarcasm detection accuracy. The study evalu-
ates the model using real-world datasets from Twitter 
and Reddit, demonstrating its applicability and poten-
tial in practical and business contexts. 

Kumar et al. [26] propose a hybrid deep-learning ap-
proach for detecting sarcasm in Hindi text and address-
ing challenges in languages with limited resources. The 
model utilized word-emojis embedding and demon-

strated high accuracy and F-score in detecting sarcasm 
in Hindi tweets. The paper discusses tweet pre-process-
ing, word embeddings for semantic relationships, and 
the representation of emojis as vectors (Emoji2vec). The 
hybrid model combines convolutional neural networks 
(CNNs) and long short-term memory (LSTM) networks 
to capture local and long-term features in the text.

Hasnat et al. [27] propose an automated system for 
detecting sarcasm in social media, specifically on Twit-
ter. The study utilizes techniques such as Bag of Words, 
TF-IDF, and word embeddings to extract features from 
the text and employs a Long Short-Term Memory (LSTM) 
network for identifying sarcasm. The results demon-
strate the effectiveness of the LSTM model with word 
embeddings, achieving a high accuracy score of 99.01%.

Ali et al. [28] introduce a novel deep-learning model 
called GMP-LSTM (Global Max Pooling with Long-Short 
Term Memory) for sarcasm identification in news head-
lines. The model replaces the LSTM layer with a Global-
MaxPool1D layer, incorporates dense layers with ReLU 
activation functions, and achieves promising accuracy 
in detecting sarcasm.  

2.3. mULTILINgUAL SENTImENT ANALYSIS 

Khanvilkar et al. [29] proposed a system to determine 
the polarity of product reviews using ordinal classifi-
cation and provide recommendations to users based 
on the achieved polarity. The methodology involves 
language standardization, preprocessing, applying 
machine learning algorithms such as SVM and Ran-
dom Forest, determining polarity, and using sentiment 
analysis and user profile information for product rec-
ommendation. 

Londhe et al. [30] proposed a hybridized model that 
combines the Social Eagle Algorithm and deep bidi-
rectional long short-term memory (BiLSTM) to predict 
sentiment effectively. The model uses Transliteration 
to standardize the different languages and extract fea-
tures from the data. The simulation results show that 
the proposed model outperforms current state-of-the-
art methods with an accuracy of 91%, precision of 89%, 
recall of 91%, and F1 measure of 89%. 

Manias et al. [31] performed a comparative study of 
two multilingual sentiment analysis methods, three 
multilingual deep learning classifiers, and a zero-shot 
classification method. The evaluation utilizes English 
dataset from Kaggle and another multilingual Twit-
ter dataset. The multilingual deep learning classifiers 
demonstrated high performance, especially those pre-
trained and evaluated exclusively on monolingual data, 
the process of transferring inference when using these 
models with multilingual data. However, the zero-shot 
classification method fails to achieve high accuracies in 
monolingual data compared to multilingual data.

Kanfoud et al. [32] introduced SentiCode, a novel 
method for sentiment analysis across multiple languag-
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es and domains. SentiCode employs a unified model 
using a singular level of abstraction and pseudocode, 
avoiding the need for separate models for each lan-
guage. The approach generates a language-indepen-
dent code, incorporating shared linguistic attributes 
like part-of-speech tags to extract sentiment-bearing 
words. The SentiCode vocabulary includes ADJ, ADV, 
NOUN, VERB, NOT, POS, and NEG. Experimental evalua-
tions, encompassing English, Arabic, German, and Rus-
sian, demonstrated SentiCode's 70% accuracy, striking 
a balance between efficiency and computational time 
(around 67 seconds), making it well-suited for real-time 
applications.

Goel et al. [33] presented a study on developing a 
language-independent system for sentiment analysis of 
tweets using NLP and classification algorithms. The study 
utilizes a Twitter dataset comprising 2000 entries and ap-
plies preprocessing steps to filter the data. Additionally, 
the study employs the Google Translate API to develop a 
language-independent system. The Data modeling and 
training using Stanford NLP, then classification using the 
Naïve Bayes machine learning algorithm.  

2.4. mULTILINgUAL SARCASm DETECTION

Rao et al. [34] proposed a sarcasm detection model 
for Amazon product reviews using machine learn-
ing. They collected a dataset, treated each review as a 
separate document, and applied preprocessing steps 
like tokenization and stemming. Feature extraction 
involved techniques such as TFIDF and n-grams. Clas-
sification employed Support Vector Machines, K Near-
est Neighbors, and Random Forest algorithms. Results 
showed that Support Vector Machines achieved the 
highest accuracy at 67.58%, followed by Random For-
est (62.34%) and K Nearest Neighbors (61.08%).

Khandagale et al. [35] proposed a system for detect-
ing sarcasm in Hindi-English code-mixed tweets using 
machine learning and deep learning-based models. 
The authors compare the performance of various clas-
sification models and observe that the Random Forest 
and Logistic Regression classifiers yielded the highest 
F-score of 96%. The proposed system includes data 
pre-processing, feature extraction, feature selection, 
and classification models. The authors report that the 
Bi-LSTM encoder with an attention framework yields 
the best results among deep learning models with an 
F-score of 95%.

2.5. JOINT SARCASm DETECTION AND 
 SENTImENT ANALYSIS

Suhaimin et al. [36] proposed a sentiment analysis 
framework that integrates sarcasm detection. The pro-
posed model comprises six modules: pre-processing, 
feature extraction, feature selection, initial sentiment 
classification, sarcasm detection, and final sentiment 
classification. The evaluation of this framework utilized 
Malay social media data, with results demonstrating 

that sarcasm detection leads to better sentiment clas-
sification performance. They use non-linear SVM for the 
initial sentiment classification module.

Modak et al. [37] extensively explore the correlation 
between sarcasm and sentiment analysis, utilizing Twit-
ter data. They employ an innovative approach involv-
ing the fusion of K-means clustering, Principal Compo-
nent Analysis (PCA), and Support Vector Machine (SVM) 
classifiers. The research methodology involves several 
phases: dataset collection and processing, feature ex-
traction and reduction, clustering by K-means, and clas-
sification using SVM, Random Forest (RF), and K-nearest 
neighbor (KNN). The results show that the integration of 
PCA, K-means, and SVM classifier achieves a precision of 
91.67%, recall of 92.67%, and accuracy of 91.90% for sar-
casm detection. The study emphasizes the significance 
of considering textual information and sentiment diffu-
sion patterns in analyzing sentiment in Twitter data.

M. Pal et al. [38] present a comprehensive study on 
sarcasm detection and sentiment analysis in Bengali. 
By collecting news headlines and comments from 
Twitter, the authors create datasets for both tasks. The 
sarcasm detection phase utilizes an LSTM model with 
GloVe embeddings, achieving high accuracy and per-
formance. In the sentiment analysis phase, various clas-
sifiers undergo training using TF-IDF vectorization and 
n-gram features, with the best results obtained using 
the trigram feature and linear SVM. 

Sait et al. [39] propose a novel approach called deep 
learning with natural language processing enabled SA 
(DLNLP-SA) for detecting sarcasm in textual data and 
its impact on sentiment analysis. The paper introduces 
the DLNLP-SA technique, which involves pre-process-
ing, feature vector conversion using the N-gram feature 
extraction technique, and sarcasm classification using 
the MHSA-GRU (multi-head self-attention-based gated 
recurrent unit) model. The study also incorporates MFO 
(mayfly optimization) for hyperparameter optimiza-
tion. The proposed DLNLP-SA model demonstrates su-
perior performance compared to existing approaches, 
achieving an accuracy of 97.61% on a Twitter dataset. 

Yin et al. [40] proposed a multi-task deep neural net-
work for joint sarcasm detection and sentiment analy-
sis (MT-SS). The model uses bidirectional gated recur-
rent units incorporating an attention network module 
to capture task-specific local feature representations 
and employing convolutional neural networks to cap-
ture global feature representations. The experiments 
utilized two datasets, and the proposed model outper-
forms existing approaches on both datasets.

3. COmPARATIVE ANALYSIS

This analysis provides insights into the strengths and 
weaknesses of different models, showcasing the im-
pact of techniques, embeddings, and datasets on the 
performance of sentiment analysis and sarcasm detec-
tion models across various languages.
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Table 1. Comparative Analysis of Models in Sarcasm Detection and Sentiment Analysis

Ref lang Dataset Algorithm Features Acc.

[1] Bangla social media dataset CNN-AM Word embedding 72.06

[2] English restaurant reviews SVM ontology features 81.19

[3] Arabic Arabic Health Services Dataset BiLSTM Sent2seq-pre-trained word embedding 92.6

[4] Bengali SAIL 2015 Bengali dataset BILSTM SentiWordNet 55.73

[5] Chinese SMP2019 dataset FER-Net TTP (text to picture) 85.64

[6] English Weibo towards Movies dataset non-linear layers Graph-based 78.3

[7] VN Vietnamese Students Feedback BiLSTM-AM Word2Vec 86.64

[8] Arabic Multi-Dialect restaurant reviews SVM TF-IDF 87.7

[9] English SentiHood dataset LSTM-AM Commonsense Knowledge 89.32

[10] English restaurant reviews LSTM, fuzzy logic N-Grams 81.04

[11] English six microblogs’ datasets LAMP Word embedding 85.2 

[12] Japanese 
- English hotel reviews and movie reviews BiLSTM-AM word-embedding 87.2 

[13] English Amazon product review dataset CNN and Adversarial model BERT 88.9 

[14] English Twitter Dataset LR -LSTM XGBoost 73.1 

[15] English generic sarcasm corpus HRNN attention Glove 75.3 

[16] Chinese Chinese sarcasm dataset AM and (MLP) Encoder 69.53 

[17] English News Headline Dataset LSTM TFIDF 96.11 

[18] English news headlines dataset Ensemble Model with Fuzzy Logic Word2Vec, GloVe, and BERT 90.81 

[19] English News Headlines Dataset CNN-RNN Glove 94.05 

[20] English Twitter dataset lLR and NN Contrast Sentiment -N-grams 59 

[21] English Twitter headlines dataset LSTM Word2Vec 92 

[22] English News Headline Dataset CNN-LSTM BERT 99.63 

[23] Indian 786 Indian tweets LRC N-Grams 88 

[24] English News Headlines Dataset BERT and GCN BERT 90.7 

[25] English news headlines dataset Ensemble Model with Fuzzy Logic Word2Vec, GloVe, and BERT 90.81 

[26] Hindi Twitter sarcasm dataset CNN-LSTM (CBOW) with Emoji Embedding 97.35 

[27] English Twitter sarcasm dataset LSTM TFIDF and word embedding 99.01 

[28] English News Headlines dataset GMP-LSTM word-embedding 92.5 

[29] Multi user reviews RF Word embedding 95.03 

[30] multi Twitter sentiment analysis dataset BiLSTM TF-IDF 91.57 

[31] Multi Twitter dataset MSC-VNN Word embedding 84.31 

[32] multi Amazon reviews MLP SentiCode-TF-IDF 70 

[33] Multi Twitter dataset NB dictionary modeling 79.4 

[34] English Amazon product reviews SVM TF-IDF, N-grams 67.58 

[35] Hindi-
English Code -mixed dataset RF or LR Sarcasm tokens, emoticons, n-grams 96 

[36] Malay- 
English social media dataset non-li SVM (syntactic pragmatic- and prosodic) 90.5 

[37] English tweets from Twitter PCA-K-mean-SVM component analysis model 91.9 

[38] Bengali News headlines and News 
comments LSTM GloVe 91.94 

[39] English Twitter dataset MHSA-GRU N-Grams 97.61 

[40] English Sentiment and sarcasm dataset Bi-GRU+AMCNN Glove 92.01 

Fig. 1. Average Accuracy Comparison of Machine 
Learning Algorithms

Fig. 2. Evolution of Machine and Deep Learning 
Algorithms Over the years
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The performance of sentiment analysis and sarcasm 
detection models varies significantly due to factors like 
language, datasets, and algorithms. Integrating BERT 
word embedding techniques with LSTM or BiLSTM ar-
chitectures consistently achieves high accuracy. Howev-
er, accuracy depends on factors like feature engineering, 
word embedding algorithm, and model architecture. 
BERT-based models show promise in sentiment analysis 
and sarcasm detection. Future trends include the con-
tinued improvement of accuracy in sarcasm detection 
using advanced deep-learning models like BERT and 
LSTM. There is a focus on developing models capable of 
detecting sarcasm without explicit indicators. In senti-
ment analysis, we expect that progress in transformers 
and attention mechanisms will enhance performance. 
Multilingual sentiment analysis poses challenges, but 
we anticipate models that handle code-mixed and di-
alect-specific sentiment analysis. Integrating external 
knowledge sources and the increased use of transfer 
learning with pre-trained language models like BERT 
and GPT are expected to become more prevalent in 
sentiment analysis tasks. For sarcasm detection, notable 
models achieving the best accuracies include the one 
in [27], which employs LSTM for English Twitter sarcasm 
detection, achieving an impressive accuracy of 99.01%. 
This suggests that the model has a good capability to 
understand and classify sarcastic expressions in English 
tweets, and the model in [22] using CNN-LSTM with BERT 
for English News Headline sarcasm detection achieved a 
very high accuracy of 99.63%, showcasing the power of 
BERT embeddings in sentiment analysis tasks. For nota-
ble performance, models like the Hindi Twitter sarcasm 
detection model in [26] using CNN-LSTM with (CBOW) 
and Emoji Embedding achieved an accuracy of 97.35%, 
indicating its effectiveness in handling sarcasm detec-
tion in Hindi tweets, and the sarcasm detection model 
in [25] for English news headlines, using an ensemble 
model with fuzzy logic and combining Word2Vec, GloVe, 
and BERT embeddings, achieved an accuracy of 90.81%. 
For Multilingual Performance: The model in [35] for the 
Hindi-English code-mixed dataset, using Random Forest 
(RF) or Logistic Regression (LR) with features like sarcasm 
tokens, emoticons, and n-grams, achieved an accuracy 
of 96%, indicating effectiveness in handling multilingual 
sentiment analysis. For Dataset Influence: Performance 
varies across datasets, with some models achieving high 
accuracy on specific datasets, such as the model in [22] 
on the News Headline dataset. In sentiment analysis, a 
comprehensive evaluation of various models reveals 
intriguing insights. Notably, Random Forest with Word 
embedding excels with an impressive 95.03% accuracy 
in multi-user reviews [29], demonstrating its robust-
ness in capturing nuanced sentiments. English Tweets 
from Twitter achieve high accuracy, notably with PCA-
K-mean-SVM [9] and [30] BiLSTM with TF-IDF reaching 
91.9% and 91.57% accuracy, respectively. These models 
showcase the effectiveness of diverse techniques in so-
cial media sentiment analysis. In multilingual analysis, 
the Non-linear SVM with syntactic pragmatic- and pro-

sodic-based features achieves a commendable 90.5% 
accuracy in Malay-English social media [36]. A prominent 
trend highlights the consistent success of models lever-
aging advanced embeddings like Word2Vec, TF-IDF, and 
BERT. The versatility of techniques such as SVM, BiLSTM, 
and Random Forest, coupled with nuanced linguistic 
understanding, proves crucial for high accuracy in sen-
timent analysis across diverse datasets and languages. 
Tailoring models to specific linguistic nuances emerges 
as a good factor for optimal performance [9, 29, 30, 36].

4. CONCLUSION

This paper gives a thorough overview of sentiment 
classification, focusing on the challenges, especially in 
detecting sarcasm. Sentiment analysis is crucial for un-
derstanding people's opinions. Sarcasm makes Senti-
ment analysis difficult because it can lead to misclassi-
fication. The paper discusses different methods for sar-
casm detection and their performance. It also explores 
the challenges of handling comments in multiple lan-
guages and the importance of language identification. 
The paper compares previous studies on sentiment 
analysis and sarcasm detection, noting variations in ac-
curacy based on languages, datasets, and algorithms. 
Deep learning models like BERT and LSTM show prom-
ise for high accuracy. The paper identifies trends in sar-
casm detection and sentiment analysis, including ad-
vanced deep learning, and addressing class imbalanc-
es. Transfer learning and pre-trained language models 
are expected to become more common. The key take-
away is that improving models with advanced tech-
niques and addressing specific challenges will enhance 
sentiment analysis, aiding decision-making in various 
fields. Finally, practitioners should prioritize advanced 
embeddings (Word2Vec, TF-IDF, BERT) and versatile 
techniques (SVM, BiLSTM, Random Forest) for optimal 
sentiment analysis. Ethical considerations, including 
bias mitigation, transparent model decisions, and con-
tinuous monitoring, are essential to ensure responsible 
and effective sentiment analysis practices.
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