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Abstract 

 This paper aims to provide results of empirical experiments on the accuracy of different 

machine learning algorithms for detecting spam messages, using a public dataset of spam 

messages. The originality of our study lies in the integration of topic modeling, specifically 

employing Latent Dirichlet Allocation (LDA) alongside machine learning algorithms for spam 

detection. By extracting hidden topics and uncovering patterns in spam and non-spam 

messages, we provide unique insights into the distinguishing characteristics of spam 

messages. Moreover, the integration of machine learning is a powerful tool in bolstering risk 

control measures ensuring the sustainability of digital platforms and communication 

channels. The research tests the accuracy of spam detection classifiers on an open-source 

dataset of spam messages. The key findings of this study reveal that the Logistic Regression 

classifier achieved the highest F score of 0.986, followed by the Support Vector Machine 

classifier with a score of 0.98 and the Naive Bayes classifier with a score of 0.955. The study 

concludes that Logistic Regression outperforms Naive Bayes and Support Vector Machine in 

text classification, particularly in spam detection, emphasizing the role of machine learning 

techniques in optimizing risk management strategies for sustained digital ecosystems. This 

capability stems from Logistic Regression's adeptness in modeling complex relationships, 

enabling it to achieve high accuracy on training and test datasets. 
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Introduction 

Spam messages are messages that are unsolicited and unwanted (Cranor & LaMacchia, 

1998). In August of 2022, 10.89 billion spam texts were sent. This significantly increased over 

eleven months compared to 1.227 million spam messages sent in September 2021 (uSMS-

GH.com, 2022). Most of these messages are product buying links, which would consume our 

personal data or could be some links and attachments. Such messages can be frustrating 

and dangerous simultaneously (Kudupudi and Nair, 2021). Spam messages are estimated to 

cost Americans 10 billion dollars in 2021 (Orred, 2023).  

Recognizing the urgency of addressing this issue in the context of sustainability, this study 

delves into the application of machine learning to enhance risk control in spam detection. 

The exponential rise in spam messages poses a threat to individual privacy and demands 

innovative solutions to safeguard digital ecosystems, making the integration of machine 

learning crucial for sustainability. 

Spam detection is a critical task in the context of digital transformation, where businesses 

and individuals rely heavily on email and other forms of electronic communication. 

Traditional rule-based methods have been widely used for spam detection, but they are 

limited due to the constantly evolving nature of spam messages. The current gap in spam 

detection with machine learning lies in the need for more robust and adaptive models that 

can effectively handle emerging spamming techniques and evolving spam patterns. With the 

increasing availability of large amounts of data and advances in machine learning 

techniques, Natural Language Processing (NLP)-based methods have emerged as a 

promising approach for spam detection. Specifically, the model based on generative Latent 

Dirichlet Allocation (LDA) topic modeling (Li et al., 2013) has successfully discerned subtle 

differences between deceptive and genuine reviews. This method could be valuable for 

identifying spam through content analysis and the thematic structure of messages.  

This research thus contributes to the field of spam detection, exploring the effectiveness of 

different machine learning algorithms to mitigate risks associated with spam messages. By 

strategically selecting Naive Bayes, Logistic Regression, and Support Vector Machine (SVM) – 

algorithms known for their interpretability, computational efficiency, and high-dimensional 

data handling capabilities – the study aligns with the imperative to develop sustainable 

solutions for digital risk management. 

The classifiers are rigorously tested on an open-source dataset of spam messages, with 

performance evaluated using the F-score metric. Additionally, integrating LDA topic 

modeling provides deeper insights into the underlying themes and patterns within spam and 

non-spam messages, moving beyond traditional classification approaches.  

In the broader domain of digital transformation and society, the findings of this study carry 

significant implications. The research informs the development of more robust and effective 

spam filtering systems by assessing the accuracy of various classifiers on an open-source 
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spam message dataset. Ultimately, this enhances digital communication security and 

efficiency, aligning with the imperative for sustainable and secure digital ecosystems. 

Literature review  

Research on email spam filtering has explored different aspects, including the application of 

machine learning techniques, feature selection and extraction methods, deep learning 

approaches, comparison of machine learning algorithms, and evaluation of spam filtering 

techniques.  

Multiple studies have investigated the application of machine learning techniques for email 

spam classification. For instance, Awad & ELseuofi (2011) evaluated different algorithms, 

such as Naive Bayes, k-Nearest Neighbors, and Support Vector Machines (SVM), in terms of 

accuracy, precision, recall, and F1-score for spam email classification. Logistic Regression, 

Decision Tree, Naive Bayes, k-Nearest Neighbor, and Support Vector Machine are described 

as the five most popular classical machine learning algorithms by Nandhini and Marseline 

(2020). Besides the mentioned algorithms, some authors also selected Random Forest 

among the six most popular classification algorithms in machine learning for detecting spam 

(Kontsewaya et al., 2021). In addition, evaluating spam filtering techniques has been a topic 

of interest. Powers (2020) provided an evaluation framework for classification models, 

discussing various metrics used for assessing the performance of spam detection models. 

Several studies have explored feature selection and extraction techniques for improving 

spam detection. Méndez et al. (2019) proposed a semantic-based feature selection method 

that utilizes semantic analysis to identify relevant features for spam filtering. Hijawi et al. 

(2017) proposed a content-based feature engineering approach to improve email spam 

detection. They compared the performance of Naive Bayes, k-Nearest Neighbors, SVM, 

Logistic Regression, Decision Tree, and Random Forest. The results showed that Logistic 

Regression and Naive Bayes give the highest accuracy level, reaching 99% (Kontsewaya et al., 

2021). Effectiveness research is done on these algorithms on many datasets (1,431 datasets), 

and the accuracy results up to 85% for Naïve Bayes (Mohammed et al., 2013). Three 

experimental results were presented in a study of the classification Naive Bayes and RIPPER 

Rule Learning algorithm, and it was concluded that Naive Bayes performs better than RIPPER 

in terms of accuracy, achieving an accuracy of 95% after 50 examples. In contrast, RIPPER 

struggles to reach 90% accuracy even after 400 examples. (Provost, 1999). 

In addition, Sadia et al. (2023) studied spam detection on Twitter, focusing on tweets about 

iPhones. They utilized content-based features and applied machine learning algorithms, 

including Naive Bayes, Logistic Regression, k-Nearest Neighbors, Decision Tree, and Support 

Vector Machine. The highest accuracy of 89% was achieved using the Naive Bayes algorithm, 

highlighting its effectiveness in identifying spam tweets. 

Deep learning networks typically use artificial neural networks (LeCun et al., 2015), designed 

to mimic the structure and function of the human brain to perform their tasks (Sahoo & 
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Gupta, 2021). These networks can have many layers, each of which can learn a different level 

of abstraction from the data (Prieto et al., 2016). Sheneamer (2021) compared deep learning 

and traditional machine learning methods for email spam filtering, evaluating the 

performance of models such as Convolutional Neural Networks (CNN) and Recurrent Neural 

Networks (RNN). The study shows that including more datasets and deep learning models 

considerably increases the accuracy detection rate, from 85.46% to almost 97.52%. Alghoul 

et al. (2018) and Bassiouni et al. (2018) also proposed spam classification models using 

artificial neural networks and machine learning techniques. 

Furthermore, Shahariar et al. (2019) addressed the crucial need for a robust system to detect 

spam reviews on online platforms, which can deceive customers while making purchasing 

decisions. They focused on detecting deceptive text reviews using both labelled and 

unlabeled data. The study proposed deep learning methods such as Multi-Layer Perceptron, 

Convolutional Neural Network, and Long Short-Term Memory, along with traditional 

machine learning classifiers including Naive Bayes, k Nearest Neighbor, and Support Vector 

Machine. The performance of these classifiers was compared, providing insights into the 

effectiveness of both traditional and deep learning approaches for spam review detection. 

To summarize, an overview of the selection of the survey papers on spam detection with 

machine and deep learning is provided in Table 1.  

Table 1: A summary of the survey papers on spam detection with machine learning 

Authors Approaches 

Ahmed et al. (2022) - Provided an overview of machine learning techniques 

used for spam filtering in email and IoT platforms, 

- Categorized the techniques, including Naive Bayes, 

Decision Trees, Neural Networks, and Random Forest, 

- Conducted a thorough comparison based on accuracy, 

precision, and recall, 

- Offered insights into future research directions in the field 

of spam filtering. 

Bassiouni et al. (2018) - Investigated the problem of spam emails and their impact 

on users and spammers' profits, 

- Compared ten different classifiers to classify spam emails 

in inboxes, using a benchmark dataset and 10-fold cross-

validation, 

- Found that the Random Forest technique achieved the 

highest accuracy of up to 95.45% in correctly classifying 

spam emails compared to other classifiers used 
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Bhuiyan et al. (2018) - Provided a survey of existing email spam filtering systems 

utilizing Machine Learning Techniques such as Naive Bayes, 

SVM, k-Nearest Neighbor, Bayes Additive Regression, KNN 

Tree, and rules,  

- Presented a classification, evaluation, and comparison of 

these systems, summarizing the overall accuracy rates of 

different existing approaches. 

Blanzieri & Bryl (2008) - Examined learning-based techniques for email spam 

filtering and discussed various feature extraction methods, 

including content-based, header-based, and linguistic-

based approaches,  

- Highlighted the importance of feature selection and the 

need for effective feature representation in achieving 

accurate spam classification. 

Dada et al. (2019) - Conducted a review of machine learning-based email 

spam filtering approaches, addressing the increasing 

volume of unwanted spam emails, 

- Surveyed important concepts, research attempts, 

effectiveness, and trends in spam filtering, examining the 

application of machine learning techniques by Gmail, 

Yahoo, and Outlook, 

- Recommended future techniques like deep learning and 

deep adversarial learning for more effective spam email 

detection and filtering. 

Kaddoura et al. (2022) - Conducted a survey on spam text detection and 

classification in social media. 

- Discussed the latest techniques used for spam detection, 

including Machine Learning, Deep Learning, and text-based 

approaches. 

- Identified challenges in identifying spam, control 

mechanisms, and datasets used in existing research are 

also examined in the paper. 

Siddique et al. (2021) - Addressed the need to detect spam emails written in 

Urdu, which have become increasingly prevalent on social 

media platforms and emails. 

- Utilized machine learning algorithms, including Naive 

Bayes, CNN, SVM, and LSTM, to detect and categorize the 

content of Urdu spam emails. 
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- The LSTM model demonstrated the highest performance, 

achieving an accuracy score of 98.4%. 

Sinha & Singh (2020) - Reviewed various machine learning algorithms, including 

Naive Bayes, Decision Trees, ensemble methods, and deep 

learning models, for spam classification 

- Highlighted the need for effective feature engineering, 

model selection, and evaluation metrics to achieve robust 

and accurate spam filtering. 

Vyas et al. (2015) - Considered different classification techniques using WEKA 

to filter spam mail, comparing each technique in terms of 

accuracy and time taken, 

- Showed that Naive Bayes technique provides good 

accuracy (near to the highest, 91.49%) and takes the least 

time among other techniques.  

Source: authors' work 

The knowledge gained in the domain of spam filtering has found extensive application in 

various other domains, including fake news detection (Konagala & Bano, 2020). The 

advancements in machine learning algorithms and natural language processing techniques 

developed for spam detection have proven to be highly valuable in addressing the challenges 

associated with identifying and combating the spread of misinformation (Tembhurne et al., 

2022) and fake news (Cvitanović & Bagić Babac, 2022). 

The techniques and methodologies employed in spam filtering, such as feature extraction 

(Bagić Babac, 2023), text classification, and anomaly detection (Čemeljić & Bagić Babac. 

2023), are also relevant in the context of fake news detection. By leveraging these 

approaches, researchers and practitioners can analyze textual content, identify deceptive 

patterns (Brzić et al., 2023), and distinguish between credible and misleading information. 

Methodology 

Theoretical Background 

Logistic regression is a proper analysis method to model the data and explain the 

relationship between the binary response variable and explanatory variables. The result is 

the probability of assigning a value to a certain class, limited to values between 0 and 1. 

Logistic regression is a classification algorithm based on the probability concept, and its cost 

function lies between 0 and 1 (Bassiouni et al., 2018). Input features (x) are combined linearly 

using weights or coefficient values to predict an output value (y) (Yan & Lee, 2005):  
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Y = 
𝑒(𝑏0 + 𝑏1∗𝑥)

(1+𝑒(𝑏0 + 𝑏1∗𝑥))
     (1) 

where y is the predicted output, 𝑏0 is the bias or intercept term, and 𝑏1 is the coefficient for 

the single input value (x). Each column in your input data has an associated b coefficient that 

must be learned from the training data (Puh & Bagić Babac, 2023a). The main aim of the 

logistic is to determine the best-fitting model and to describe the relationship between the 

categorical representatives of the dependent variable (Bassiouni et al., 2018). 

Naive Bayes classification algorithm works on dependent events. It works on the principle 

that the possible occurrence of a future event depends on the previous occurrence of the 

same event (Awad & ELseuofi, 2011). Here is the equation: 

𝑃 (𝑐|𝑥)  =  𝑃 (𝑥|𝑐) 𝑃 (𝑐) / 𝑃 (𝑥)   (2) 

where 𝑃(𝑐|𝑥) is the posterior probability of class (c, target) given predictor (x, attributes), P(c) 

is the prior probability of a class, 𝑃(𝑥|𝑐) is the likelihood which is the probability of predictor 

given class, and P(x) is the prior probability of predictor (Bassiouni et al., 2018). Naive Bayes 

is a probabilistic algorithm that does a good job of classifying spam. It is called "naive" 

because it ignores possible dependencies or correlations among inputs and reduces a 

multivariate problem to a group of univariate problems (Marijić & Bagić Babac, 2023). Some 

researchers have found a disadvantage of this algorithm for working with spam messages. 

If the message contains a word that has never been found in the training sample, it will 

negatively affect the quality of classification (Sinha & Singh, 2020). 

Support Vector Machine (SVM) algorithm performs spam classification based on finding an 

optimal line that clearly distinguishes data points between two classes (Awad & ELseuofi, 

2011). SVM showed very good results for the classification of separable datasets (binary 

classification), but SVM also showed good results for applications on datasets that are not 

separable. SVM is a linear classifier equivalent to finding the hyperplane separating the 

classes with maximum indentation. New examples are then mapped into that space and 

predicted to belong to a category based on which side of the gap they fall on (Parveen & 

Halse, 2016). The classifier tries to increase the distance between the points for the greatest 

"confidence" in the class definition. The model stands out for sustainability to the outliers. 

The SVM decision function is defined as follows: 

 𝐹(𝑦) = ∑ 𝛼𝐾(𝑥𝑖 , 𝑦)𝑁
𝑖=1 +  𝑏    (3) 

where y is the unclassified tested feature, 𝑥𝑖 are the support vectors and 𝛼𝑖 their weights and 

b is a constant bias. K (𝑥𝑖, y) is the kernel function that performs implicit mapping into a high-

dimensional feature space (El-Dahshan, 2018). 
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Dataset Description 

The dataset used in this study consists of e-mail messages to detect spam (Kaggle, 2023). 

The dataset comprises 73,932 English messages labelled either ham (legitimate) or spam. A 

smaller cutout of the dataset looks as shown in Figure 1, where full messages are not shown 

because of their extensive length.  

Figure 1:  Dataset part cutout 

 

Source: Authors' work, based on Kaggle (2023) 

The data consists of 3 columns: the first contains labels (either ham or spam), the second 

contains raw message text, and the third contains tokens from a message. Each row consists 

of a single message and its corresponding label. From the total number of messages after 

balancing the dataset, 50% are labeled as legitimate and 50% are labeled as spam. Another 

interesting feature to look at is the length of each message. The distribution of messages by 

length is shown in Figure 2. 

Figure 2: Distribution of messages by length (number of words) 

 

 

Source: Authors' work, based on Kaggle (2023) 
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From the plot, it can be noticed that the most frequent are shorter messages with less than 

ten words. The shape of the distribution matches one of the possible shapes of the Gamma-

distribution probability density function. Descriptive statistics for the number of words in a 

message are given in Table 2. 

Table 2: Descriptive statistics for the number of words in messages 

Statistic Value 

Count 50218 

Mean 15.34 

Standard deviation 11.068 

Minimum 1 

25% 7 

50% 12 

75% 22 

Maximum 171 

Source: Authors' work, based on Kaggle (2023) 

The average number of words in the set of legitimate messages is 14.13, whereas the average 

length in the set of spam messages is 23.68. From this, we can conclude that spam messages 

are, on average, longer than legitimate ones, which can also be useful as an additional 

indicator or feature for our classifier. Descriptive statistics separately for ham and spam are 

given for comparison in Table 3. 

Table 3: Comparison of descriptive statistics for ham and spam 

Statistic Value - Ham Value - Spam 

Count 25218 25000 

Mean 14.13 23.68 

Standard deviation 11.116 svi.97 

Minimum 1 2 

25% 7 22 

50% 11 25 

75% 18 28 

Maximum 171 35 

Source: Authors' work, based on Kaggle (2023) 

From Tables 2 and 3, it is also visible that spam messages are much more consistent in length 

when looking at their standard deviation and the spectre of values. 

The most frequently used words in spam e-mail messages are presented in Figure 3. Bar size 

is proportional to its frequency of occurrence. Here, it can be noticed that the most 

frequently used words are those trying to catch users' attention, e.g., save, item, price, quality, 

and products, which are associated with some form of an ad or an unwanted offer. From this, 
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we can conclude that in a spam group of messages, scams are very frequent, along with ads 

and offers to buy unwanted products.  

Figure 3: Frequent words in spam messages 

 

Source: Authors' work, based on Kaggle (2023) 

 

The most frequently used words in non-spam e-mail messages are used in everyday 

communication like source, code, wrote, data, and read, which makes sense because those 

words are used very often. Furthermore, it can be concluded from the frequency of some 

words like code, define, return, and self that the dataset consists mostly of university and 

student e-mail messages of students who major in computer science and related fields. The 

words and their frequency of occurrence are presented in Figure 4. Similar conclusions can 

be seen from the topic analysis in the following section. 

Figure 4: Frequent words in non-spam messages 

 

Source: Authors' work, based on Kaggle (2023) 
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Topic modeling 

To better understand our dataset, topic modeling was performed to extract topics in the 

data and search for patterns and common properties in spam and non-spam messages. 

Topic modelling is a technique to extract hidden topics from large volumes of text. The 

technique used here is categorized as an unsupervised machine learning algorithm. The 

algorithm's name is Latent Dirichlet Allocation (LDA), which is part of Python's Gensim 

package. LDA was first developed by (Blei et al., 2001). LDA is a generative probabilistic model 

that is similar to Naive Bayes. It represents topics as word probabilities and allows for 

uncovering latent or hidden topics as it clusters the words based on their co-occurrence in a 

document. The Intertopic Distance Map and Relevant terms for the largest topic (number 1) 

are presented in Figure 5.  

Figure 5:  Relevant terms for topic number 1 

 

 

Source: Authors' work, based on Kaggle (2023) using Gensim 

 

Topic number 1 groups words mostly present in non-spam messages and often used in 

everyday communication. Topic number 1 also overlaps with topic number 2, creating the 

base of words for non-spam messages. This can also be seen because most of the words 

from Figure 4 mostly occurred in topics 1 and 2. Contrary to topics 1 and 2, the most frequent 

words from spam messages (Figure 3) are concentrated in topic number 4. The Intertopic 

Distance Map and Relevant terms for this topic (number 4), is presented in Figure 6.  
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Figure 6:  Relevant terms for topic number 4 

 

 

Source: Authors' work, based on Kaggle (2023) using Gensim 

 

Figure 6 shows that this topic covers most words linked to spam, such as price, product, 

quality and buy. Furthermore, it can be observed that a greater distance separates this topic 

from other topics, confirming the findings and making sense since spam messages usually 

have very different subjects than usual e-mails.  

Another topic that is interesting to visualize is topic number 5. Relevant terms for this topic 

are presented in Figure 7. 

Relevant words for this topic are related to software code and programming languages, 

which are the same properties observed when analyzing word frequency in section 3.2. This 

also aligns with our findings that many e-mail messages in the dataset belong to computer 

science students and are university-related.  

Topic number 3 clusters French words and covers mostly French messages, which are not 

interesting for our analysis, but it is very clear from previous graphs that this topic's distance 

from other topics is much larger than the distances between all the other topics. 
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Figure 7: Relevant terms for topic number 5 

 

 
 

Source: Authors' work, based on Kaggle (2023) using Gensim 

Dataset preprocessing and encoding 

The data preprocessing pipeline has multiple steps (Vrigazova, 2021). First, we removed any 

digits and special characters. Second, we removed URLs and single-letter words. Third, we 

transformed the text to lowercase and removed any excess whitespace. The fourth stage 

includes lemmatization and stemming, both reducing words to their root form. In other 

words, removing prefixes and suffixes. Stemming simply removes prefixes and suffixes, 

whereas lemmatization transforms words into their base root form. For example, given the 

words "am" and "are", a lemmatization algorithm will transform both into the word "be", and 

a stemming algorithm will leave both words unchanged (Garg & Girdhar, 2021).  

Furthermore, the Word2vec algorithm was used to code the text of spam messages. 

Word2vec is a widely used Natural Language Processing algorithm for converting text data 

into vectors or arrays of numerical values (Mikolov et al., 2013). The Word2vec algorithm 

represents words in a high-dimensional space, where words with similar meanings are closer 

together. The algorithm is based on a neural network architecture that learns to predict the 

probability of a word given its context (Goldberg, 2014). The Word2vec algorithm has been 

shown to be effective in various NLP tasks, including sentiment analysis, language modeling, 

and spam detection. In this study, the Word2vec algorithm was used to convert the text of 
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spam messages into numerical vectors, which were then used as features for training the 

spam detection classifiers. The use of Word2vec in this study contributed to the accuracy of 

the spam detection models. 

Results 

Three different classifiers are used for message classification. These are Naive Bayes, Logistic 

Regression, and Support Vector Machine (SVM). The accuracy for each of these models on 

the train and test dataset is given in Table 4. It can be seen from the table that all the models 

obtained very high accuracy scores on both the train and test datasets. On the training and 

test dataset, the best accuracy is achieved by Logistic Regression, which appears to be best 

suited for this classification problem. 

Table 4: Accuracy of used classifiers 

Classifier Train set Test set 

Naive Bayes 94.83% 95.15% 

Logistic Regression 99.95% 98.56% 

SVM 99.42% 98.11% 

Source: Authors' work, based on Kaggle (2023) 

Confusion matrices for each of the classifiers are given in Figure 8.  

Confusion matrices (also known as error matrices) are matrices that allow visualization of 

the performance of a classification algorithm. Each row of the matrix represents the actual 

class of an instance, and each column represents the predicted class of an instance. Each cell 

contains the number of predictions for a particular actual class.  

For example, if the model predicted class B 10 times, and the actual class was an A each time, 

then the cell in row A, column B would contain the number 10 (Rahmad et al., 2020). All the 

classifiers are predicting non-spam messages correctly. However, the difference between 

classifiers comes to predicting spam messages because some classifiers predict more spam 

messages to be non-spam than others.  
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Figure 8: Confusion matrices of different classifiers 

 

 

          

 

 

 

 

  

 

  

 

Source: Authors' work, based on Kaggle (2023) 

The F score is used to compare the accuracy of the trained models (Table 5). Two 

performance metrics are relevant to the F score. Precision and recall are performance 

metrics that apply to data retrieved from a dataset. Precision is the percentage of relevant 

documents within the set of retrieved documents, and recall is the percentage of relevant 

retrieved documents within the set of all relevant documents (Powers, 2020). 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡}| ∩ |{𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}|

|{𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}|
   (4) 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡}| ∩ |{𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}|

|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡}|
   (5) 

 

Finally, F Score is a measure of classifier accuracy, calculated as the harmonic mean of 

precision and recall (Powers, 2020). 
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𝐹 =  2
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛⋅𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
    (6) 

 

Table 5: F score by classifier 

Classifier F Score 

Naive Bayes 0.955 

Logistic Regression 0.986 

SVM 0.98 

Source: Authors' work, based on Kaggle (2023) 

 

Among the three tested algorithms, SVM exhibited slightly lower performance compared to 

the other algorithms. Overall, Logistic Regression can model more complex relationships 

between the features and the target variable, whereas Naive Bayes assumes independence 

between the features. Logistic Regression can model interactions between features, whereas 

Naive Bayes cannot. 

While many prior studies have leaned towards Naive Bayes as the preferred algorithm for 

this task, our results demonstrate that Logistic Regression outperformed other models in 

terms of accuracy and F score. 

Logistic Regression can perform well in text classification tasks such as spam detection 

because it is able to model complex relationships between features while also providing a 

relatively fast computation and prediction time. This was also the case on our dataset, which 

confirmed the good performance of the Logistic Regression because it handled spam 

predictions very well without many false negatives and can be applied very well for this task.   

It is important to acknowledge that this study also has some limitations. A larger and more 

diverse dataset could provide a more comprehensive understanding of the model's 

performance across various scenarios. Also, since the dataset consists only of English emails, 

the model's performance may be limited when it comes to detecting spam in other 

languages. 

Conclusion 

In today's online world, the flood of spam messages poses a significant risk to the long-term 

health of online communication. Understanding the need for practical risk management, this 

research explores using machine learning to strengthen the durability of digital ecosystems, 

underscoring the vital importance of sustainability. 

The results presented in this study show that classical machine learning algorithms such as 

Naive Bayes classification, SVM, or Logistic Regression perform well in spam message 

classification. They are relatively straightforward to implement and often give good results 

with less data and fewer computing resources compared to deep learning networks. 
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However, with the increase in data volume and complexity of the problem, deep learning 

networks have proven to be very effective in many tasks, including spam message 

classification. Therefore, the choice between classical machine learning and deep learning 

depends on the specifics of the problem and the availability of resources (Puh & Bagić Babac, 

2023b). 

Logistic regression is, overall, a more accurate spam message detection model than Naive 

Bayes or SVM. We have not achieved large differences in accuracy; however, on a global 

scale, even small improvements yield great benefits. However, Logistic Regression should 

not be the default choice when implementing a spam filter. One should factor in the different 

costs of false positives and false negatives depending on the application and maybe even 

allow the user to decide based on personal preference. The SVM-based filter had the smallest 

number of false positives (non-spam messages labeled as spam), while the Logistic 

Regression based filter had the smallest number of false negatives (spam messages labeled 

as legitimate). For example, SVM is a more appropriate choice for a business's email filter 

(where it is more costly to lose an email rather than to receive spam), while delegating the 

choice to the user is a good option for personal emails. This can be useful for businesses and 

individuals in implementing effective spam detection techniques to protect their data and 

devices from malicious activities. 

The high accuracy achieved by the classifiers in this study not only demonstrates their 

effectiveness in detecting and distinguishing unwanted content but also highlights their 

potential for real-world applications in various systems. These systems can range from email 

servers and messaging platforms to social media networks and content-filtering tools. By 

incorporating the classifiers into such systems, it becomes possible to enhance their 

capabilities in identifying and filtering out unwanted content, including spam messages, 

malicious advertisements, inappropriate or offensive material, and other forms of 

undesirable content. This can significantly improve user experiences, protect users from 

potential threats, and create safer and more trustworthy online digital platforms, 

encouraging increased usage, engagement, and participation in the digital realm. 

Apart from enlarging the dataset by an order of magnitude, we are interested in widening 

the array of compared models. There are also practical considerations that were not 

explored by this paper. For example, computational intensity becomes more and more 

relevant as the volume of data grows, and (re)training cost is important for an agile startup 

that wants to iterate quickly to improve time to market. Future research should also compare 

computational intensity scales and the training cost of each model (Garg et al., 2022). In 

addition, as machine learning models are increasingly being used in various domains 

(Tembhurne et al., 2022), it is important to investigate their ethical implications (Konagala & 

Bano, 2020). Future research could explore the ethical implications of using machine 

learning models for spam detection, such as the potential for bias and the impact on privacy. 

Moreover, the knowledge and techniques developed in the field of spam filtering have 

significant implications beyond their original domain (Možnik et al., 2023). By leveraging the 

advancements in machine learning and natural language processing, researchers and 
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practitioners can contribute to the development of effective solutions for combatting 

misinformation and promoting trustworthiness in digital communication channels, fostering 

a sustainable and ethical digital landscape. 
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