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In response to the inevitable surface defects in the manufacturing process of hot-rolled steel, this paper proposes 
an improved steel surface defect detection model based on YOLOv7. In the Extended Efficient Large Aggregation 
Network (E-ELAN), the model replaces conventional convolution with Omni-Dimensional Dynamic Convolution 
(ODConv) to enhance the network’s sensitivity to feature extraction using a combination of various attention mech-
anisms. Additionally, the detection head in the head section is replaced with an Efficient Decoupled Detection 
Head, enhancing the model’s capability to classify and locate small defects. The proposed model is tested on the 
public dataset NEU-DET, achieving a high mAP of 76,5 %. This effectively enhances the model’s ability to detect 
surface defects in steel while maintaining a fast detection speed.
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INTRODUCTION
Steel is an important raw material in the field of me-

chanical design and manufacturing. Hot-rolled steel re-
fers to the production of steel strips and plates using the 
method of hot rolling. Due to the high-temperature en-
vironment in the production process of hot-rolled steel, 
surface defects are inevitable. If not detected in a timely 
manner, it can affect the quality of the product and even 
cause serious harm to the users of the steel. Therefore, 
to ensure the safety performance of steel products, it is 
essential to conduct defect detection on the surface of 
hot-rolled steel [1].

Traditional steel defect detection mainly relies on 
human observation. Under long-term, high-intensity 
work, inspectors are prone to visual fatigue, leading to 
situations of false positives and false negatives, as well 
as slow detection speeds. With the continuous develop-
ment of computer vision technology, using image pro-
cessing techniques for steel defect detection has become 
mainstream. However, there are still some shortcom-
ings. Therefore, this paper proposes an improved model 
based on the YOLOv7 framework for common surface 
defects in hot-rolled steel. The model is validated on the 
NEU-DET dataset, and through comparative experi-
ments with other similar algorithms, the paper demon-
strates the advancement of the improved model.

RALATED WORK
Deep learning-based object detection models can be 

divided into two categories: one is the two-stage object 
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detection model represented by R-CNN, Faster R-CNN, 
etc., and the other is the one-stage object detection mod-
el represented by SSD, YOLO, etc. Object detection 
models based on deep learning provide a solid theoreti-
cal foundation for the defect detection on the surface of 
hot-rolled steel, and experts and researchers in the field 
have achieved significant results. He et al. proposed an 
improved steel defect detection model based on the 
Faster R-CNN framework and trained it on the North-
eastern University open dataset, however, the detection 
speed is difficult to meet the requirements of industrial 
applications [2]. Li et al. proposed a shallow feature en-
hancement network based on YOLOv4, incorporating a 
feature pyramid network and convolutional block atten-
tion mechanism to enhance the extraction capability for 
steel surface defects [3]. The aforementioned studies 
have laid a solid foundation for steel defect detection, 
but there is still room for improvement in terms of ac-
curacy and robustness. In order to meet the real-time 
and accurate requirements of defect detection on the 
surface of hot-rolled steel, this paper proposes an 
improved model based on YOLOv7. After testing  
on the NEU-DET dataset, the detection accuracy reach-
es an mAP of 76,5 %, and the detection speed reaches 
87,5 frame · s–1.

METHODOLOGY

The YOLOv7 series algorithm is proposed by Alexey 
Bochkovskiy and has a significant advantage over the 
previous YOLO series in terms of detection accuracy and 
speed [4]. The YOLOv7 network model mainly consists 
of three parts: the backbone network, the neck network, 
and the head. The backbone network is responsible for 
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extracting features from the input images, the Neck is re-
sponsible for merging the extracted features to obtain 
small, medium, and large-sized features. Finally, the 
fused features are passed to the detection head, and after 
detection, the final results are output. The network archi-
tecture of YOLOv7 is shown in Figure 1.

conventional convolution in the E-ELAN module with 
Omni-Dimensional Dynamic Convolution (ODConv) 
[5]. This modification utilizes a combination of multi-
ple attention mechanisms to enhance the network’s sen-
sitivity in feature extraction, thereby improving its ca-
pability to detect small defects. In traditional convolu-
tions, stacking or adding convolutional layers is a com-
mon approach, which not only increases computational 
costs but also hinders the efficiency of defect detection 
in steel. ODConv employs a multi-dimensional atten-
tion strategy, applying attention weighting in parallel 
along the four dimensions of the convolutional kernel. 
This dynamic allocation of different weights to different 
convolutional kernels enhances their adaptive capabili-
ties. Compared to traditional convolutions, full-dimen-
sional convolutions are suitable for features of different 
sizes and shapes, providing greater flexibility and ex-
pressive power. The structure of the Omni-Dimensional 
Dynamic Convolution module is illustrated in Figure 2.

Figure 1 The network structure of YOLOv7

The backbone network of YOLOv7 consists mainly 
of convolutional layers, Expanded Efficient Lightweight 
Aggregation Network (E-ELAN), MPConv and SPPC-
SPC. The E-ELAN module enhances the learning capac-
ity of the network without disrupting the gradient path. 
The MPConv module expands the receptive field of the 
current feature layer and fuses it with information pro-
cessed by conventional convolution, improving the net-
work’s generalization. The SPPCSPC module is applied 
at the end of the backbone network, introducing a series 
of convolution operations in parallel pooling to avoid is-
sues like image distortion and addressing challenges in 
extracting redundant features in convolutional neural net-
works. In the feature fusion Neck network, YOLOv7 
shares a similar structure with the YOLO series, employ-
ing the Path Aggregation Feature Pyramid Network 
(PAFPN) structure and incorporating the E-ELAN mod-
ule. It aggregates information from different network 
paths or feature pyramids effectively using an adaptive 
receptive field to enhance the network’s capability in de-
tecting small targets. In the detection head, YOLOv7 uti-
lizes the IDtect detection head for three different target 
sizes. It incorporates the Reparameterized Convolution 
(RepConv), introducing learnable parameters in the con-
volution kernel, making the network adaptive and better 
able to capture features in the data. This enhances the 
model’s performance and generalization ability.

Based on the improved YOLOv7 network model in 
this paper, the first enhancement is the replacement of 

Figure 2 ODConv Structure.

In the ODConv module, the input feature map un-
dergoes operations such as average pooling, fully con-
nected layers, batch normalization, and activation func-
tions. Based on different attention types, it calculates 
attention weights for different channels. These attention 
weights are then multiplied with the feature map to ag-
gregate feature information along four dimensions, 
yielding the output result after full-dimensional dynam-
ic convolution. The formula for calculating attention 
weights is shown in Formula 1.

	

	 � (1)

where αw1 denotes assigning different values to n overall 
convolution kernels, αf1, αc1 represents assigning different 
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attention weights to convolution filters for various output 
and input channels, and αs1 signifies assigning different 
attention weights to parameters at convolutional spatial 
positions.  indicates multiplication along different di-
mensions of the convolutional kernel. Through the col-
laborative efforts of these four dimensions of attention, 
fully utilizing the convolutional kernel space, input and 
output channel information to acquire rich contextual in-
formation, it provides assurance for enhancing the detec-
tion capability of the network model. Additionally, it re-
duces runtime through parallel operations.

Furthermore, since surface defect detection in steel is 
a multi-scale, multi-target detection problem, differences 
in scale can cause detection models to overlook minor 
defects, leading to instances of missed detection. There-
fore, surface defect detection tasks in steel require more 
accurate localization information and richer classifica-
tion information. In this regard, this paper replaces the 
original detection head with the Efficient Decoupled De-
tection Head(EDDH) in the head section to predict tar-
gets. YOLOv7 initially utilizes a coupled detection head, 
where classification and localization tasks share the same 
parameters. This joint processing approach results in mu-
tual interference between classification and regression 
tasks, thereby impacting detection accuracy. The EDDH 
handles classification and regression tasks separately, al-
lowing the network to focus more on each individual task 
and, consequently, improving the model’s detection ac-
curacy for small-sized defects. The structure of the Effi-
cient Decoupled Head is depicted in Figure 3.

dataset consists of 1800 grayscale images of steel sur-
face defects, encompassing six different defect types: 
Rolled Scale (Rs), Patches (Pa), Scratches (Sc), Cracks 
(Cr), Inclusions (In), and Pitted-Surface (Ps). In the ex-
periments, the dataset is divided into a training set and a 
validation set with an 8:2 ratio.

The experiments were conducted on the Windows 
10 operating system, utilizing the pytorch1,12 frame-
work, and powered by an NVIDIA RTX 3080 GPU. 
The batch size was set to 8, and the training process 
spanned 300 epochs. Stochastic Gradient Descent 
(SGD) was employed to adjust the network parameters. 
The initial learning rate was set to 0,01, with a weight 
decay coefficient of 0,0005. Additionally, a cosine an-
nealing algorithm was applied for learning rate adjust-
ments.

The experiment selected Average Precision (AP), 
Mean Average Precision (mAP), and Frames Per Sec-
ond (FPS) as evaluation metrics for the steel surface 
defect detection results. The formulas for calculating 
each metric are as follows:

	 � (2)

	 � (3)

In the formulas, TP represents the number of cor-
rectly identified positive samples; TN represents the 
number of correctly identified negative samples; FP 
represents the number of negative samples incorrectly 
identified as positive; FN represents the number of pos-
itive samples incorrectly identified as negative.

EXPERIMENT AND ANALYSIS

To verify the effectiveness of the improved model 
proposed in this paper, four mainstream object detec-
tion models, including Faster R-CNN [6], SSD, 
YOLOv3 and YOLOv7, were selected for comparative 
experiments on the NEU-DET dataset. The experimen-
tal results are shown in Table 1.

As shown in Table 1, From the analysis of Table 1, it 
is evident that among various models, YOLOv7 
achieves a high detection accuracy of 74,9 % and a de-
tection speed of up to 87,9 frame · s–1, making it a rea-

Figure 3 Efficient decoupled detection head structure.

As shown in Figure 3, the input feature information 
undergoes channel adjustment through a 1×1 convolu-
tion, followed by feeding the feature map into two paral-
lel channels. Each channel comprises a 3×3 convolution-
al layer for feature extraction. The upper channel, after 
feature extraction, adjusts the feature channel number to 
accomplish the classification task. The lower channel, af-
ter feature extraction, further branches into two sub-
paths. One sub-path is responsible for obtaining the pa-
rameters of the bounding box (height, width, and center 
coordinates). The other sub-path is responsible for ob-
taining the confidence parameter. Compared to tradition-
al decoupled heads, this approach can enhance detection 
accuracy while making the network more efficient.

METHOD OF IMPLEMENTATION

This paper utilizes the Northeastern University open 
dataset (NEU-DET) for training and validation. The 

Table 1 �Results of comparative experiments on different 
algorithms.

Category Faster R-CNN SSD YOLOv3 YOLOv7 ours
Cr 34,2 36,5 22,0 40,2 50,9
In 70,1 67,2 68,0 79,7 82,1
Pa 81,2 86,0 77,2 95,5 88,3
Ps 81,5 55,6 33,3 80,8 83,7
Rs 53,0 61,2 21,1 61,4 62,3
Sc 79,1 57,9 61,1 91,7 91,5

mAP 66,5 60,8 47,1 74,9 76,5
FPS 28,4 47,0 50,8 87,9 87,5
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sonable choice for the model selected for improvement 
in this paper. After the improvements made in this pa-
per, the model’s detection accuracy reaches 76,5 %. Al-
though there is a slight decrease in the detection accu-
racy of Patches and Scratches, the overall average ac-
curacy is the highest among all models. In conclusion, 
the proposed network model demonstrates more accu-
rate recognition of surface defects in steel materials and 
exhibits good generalization and robustness.

CONCLUSION

Addressing the issue of surface defects in the manu-
facturing process of hot-rolled steel, this paper proposes 

Figure 4 Original YOLOv7 results.

Figure 5 Improved YOLOv7 results.

an object detection model based on YOLOv7 that inte-
grates Omni-Dimensional Dynamic Convolution and 
an Efficient Decoupled Detection Head. Comparative 
experiments with other models demonstrate that the im-
proved model in this paper exhibits strong capabilities 
in defect detection, classification, and localization, 
meeting the high-speed requirements of hot-rolled steel 
production lines.
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