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ABSTRACT
In this paper, we propose an adaptive sliding mode-based fault tolerant control for mobile
robots. While a mobile robot is tracking a given trajectory, several fault cases may occur, such as
sensor model and controller faults, changes in the dynamic equation due to robot body shape
or weight changes, and loss of actuator effectiveness. Disturbance signals are caused by the
actuator faults and, for various reasons, can be considered the primary issue for the robots. In
real-time applications, the Sliding Mode Controller (SMC) is insufficient if the robot parameters
are unknown, the robotmodel is non-linear, and the overall system is subject to disturbances. An
adaptive law is used to support the SMC to maintain the sliding surface and solve the problems
of unknown system parameters, actuator faults, and disturbances. Besides SMC, the kinematic
controller is also used, and its gain values are optimized using a neural network and a kine-
matic controller. The stability of the overall system is proven by using the Lyapunov theory.
Besides actuator faults, the system is disturbed by defining a disturbance signal, which is added
to the control signals. To show the effectiveness of the proposed controller, it is compared with
traditional SMC and PID.
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Introduction

Autonomous systems, including mobile robots, are
widely used for many different tasks, such as search and
rescue, monitoring, human–robot interaction tasks,
etc. As the usage of these systems increases, the
expected performance of these systems also increases.
There are two major categories to consider for mobile
robots: non-holonomic andholonomic.WheeledMobile
Robots (WMR) are electromechanical systems that use
activation torques to drive their wheels and are classi-
fied as non-holonomic. Autonomous systems, includ-
ing mobile robots, are vulnerable to faults and external
disturbances. Actuator, sensor, and controller (system)
faults are the three major categories into which these
faults can be divided. These faults can be amplified
during the process of the system. It is crucial that the
robot be able to behave tolerantly in the event of actu-
ation and/or sensor faults. Therefore, Fault-Tolerant
Control (FTC) systems are widely used today in a vari-
ety of fields, including the automotive and electronic
industries, unmanned vehicle control, and even space
research [1].

From its initial position and orientation, theWMR is
expected to reach its target position and orientation. In
order to accomplish this, one of the important aspects
is the Trajectory Tracking (TT) control system. Thanks
to the TT control, WMR is able to maintain track of its
reference trajectory even if it changes over time [2].

In TT, theWMRmust advance from the initial posi-
tion point until it reaches the reference trajectory line
at high torque. After obtaining the reference trajectory,
WMR should reduce its torque and maintain a stable
and precise trajectory track [3]. Such a TT controller
was proposed by Kanayama et al. [4]. The stability of
the proposed system and the control rule were proved
using the Lyapunov approach. In addition, this study
examined the effects of kinematic controller gains on
the system state.

The Adaptive Sliding Mode Control (ASMC) was
proposed as an FTC system for the TT problem, con-
sidering the uncertainties, nonlinear dynamic model,
and artificial noises by Mevo et al. [5]. In that study,
a nonlinear dynamic model structure was applied, and
the designed controller overcame the uncertainty of
robot parameters, as inRefs. [6] and [7]. ASMCreduced
actuator faults in a Differential Drive Mobile Robot
(DDMR) by using the sliding surface diagram for Loss
of Effectiveness (LOE) actuator fault as suggested in
Ref. [1]. Also, a similar FTC scheme was used in Jin
et al. [8]. Actuator faults and unknown parameters
degrade the driving performance of the mobile robot.
To achieve asymptotic system stability for partial LOE
and bias-actuator faults, novel adaptive fault-tolerant
control strategies were developed. To address faults of
partial loss of control effectiveness in DDMR, sliding
mode control [9–11], model predictive control [12],
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and a fault diagnosis-based approach [13] were used.
The nonlinearmodel predictive based FTC scheme was
proposed for an omnidirectional mobile robot with
four mecanum wheels. The fault scenario was defined
as the wheels not receiving commands and rotating
freely [14]. Fault diagnosis was provided with a state
transition scheme.

For trajectory tracking, neuro-fuzzy type artificial
intelligence methods were employed. Mohareri et al.
detailed the process of calculating the gain values using
the direct Neural Network (NN) model while devel-
oping the kinematic controller [15]. In this work, a
kinematic model-based backstepping controller was
designed, as well as a non-linear kinematics-based con-
troller and another controller based on the NN inverse
model. On the other hand, a fuzzy rule-based fault-
tolerant control was proposed for an omnidirectional
mobile robot with four wheels [16]. The controller was
responsible for not only the generation of an obstacle-
free path but also providing an adaptive solution for a
combination of one or more of the wheel’s faults. The
kinematic and dynamic controllers were used in con-
junction with Internet of Things (IoT) and NN-based
algorithms, and they demonstrated significant advan-
tages in parameter uncertainty and roller skid [17]. Fur-
thermore, learning-based algorithms such as iterative
learning and distributed controllers were also consid-
ered as FTC to provide satisfactory transient and steady
state performance [18,19].

The use of the adaptive law on the slidingmode con-
troller is a correct method for time-varying trajectories
and faults. However, if the gain values of the kinematic
controller, which is another controller, are not adjusted
properly, the results may not be satisfactory. Therefore,
in this work, an artificial NN-based backstepping con-
troller has been added to the system.Themain objective
of this study is to present an overview of recent devel-
opments in theory and methodology and develop a
control strategy with improved transient and steady-
state characteristics by reviewing the literature for FTC
systems in DDMR. After evaluating the approaches in
the literature on the simulation results, it is aimed to
achieve the desired system behaviour faster by devel-
oping the controller structure within the scope of this
study. The first controller system is the kinematic con-
troller, which allows the use of reference velocity sig-
nals given by low-level feedback control to the DDMR
wheels. Velocities are obtained by the kinematic con-
troller by using the position errors and reference veloc-
ities of the DDMR. The Lyapunov stability method was
used to prove the stability of the kinematic controller
rule.

The second controller system is an artificial NN-
based controller that optimizes the gain coefficients of
the kinematic controller. Since the trajectory changes
with time, constant gain values are insufficient. Besides,
TT error by modelling a proper tracking system is

not a convergent function. The proposed NN-based
control algorithm provides variable gains according
to the instantaneous changing trajectory of the kine-
matic controller-based backstepping controller. Since
the gains have an effect on the torque values in the
wheels, the initial value of the gains should be suitable.

The third controller for this system is the ASMC
which is an adaptive system that provides a predictive
control scheme for DDMR with a nonlinear dynamic
model, noise, uncertainties, and error. ASMC is a spe-
cial case of variable structure control systems that have a
complex structure that uses decision-making rules and
feedback control laws together. The decision rulemodel
chooses a specific feedback control structure based on
conditions affecting the system’s behaviour. This system
is called the switching function. The ASMC structure
is designed to be driven into the sliding surface in the
system state space. Once the sliding surface is reached,
ASMC tries to keep the states on the sliding surface
boundary [20]. The Lyapunov stability approach was
used to test the stability of the ASMC rule.

The last proposed controller system is the traditional
PID and SMC, which has been added to the system to
discuss the differences between ASMC, SMC, and PID.
By using a PID controller or SMC instead of an ASMC
in the same mobile robot system without modifying it,
the stability of the PID controller in FTC is emphasized
and compared [21].

The rest of this paper is organized as follows: The
kinematic model and the nonlinear DDMR model are
presented with kinematic constraints and the Lagrange
approach in chapter 2. Chapter 3 gives kinematic, NN-
based, adaptive sliding mode, and PID controllers. The
asymptotic stability of this system is demonstrated by
Lyapunov theory, which is discussed in Chapter 4. In
chapter 5, numerical simulation results are given. Con-
cluding remarks are given in chapter 6.

Mathematical model

This section presents the mathematical model of the
DDMR structure. The designed DDMR structure has
three wheels. The two wheels on the front of the robot
body are the driven wheels. There are two actuators
attached to these wheels. The wheel behind the robot
body is non-driven and only exists for mobile robot
balance.

The robot system described above, and the coordi-
nate systems are shown in Figure 1. The midpoint “A”
on the axis between the wheels is the origin of the robot
frame. Point “C”, which is the robot’s centre of mass, is
on the axis and is at a distance “d” from point “A”. L
is the distance between the wheel and the centre point.
The wheel radius is shown as “R”. Although the veloc-
ity of each wheel can change, the DDMR must turn
around a point along the common wheel axes for the
DDMR to fulfil its rolling movement [22]. The point
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Figure 1. DDMR structure and coordinate systems.

around which the robot rotates, which is called the
Instantaneous Center of Curvature (ICC), is shown in
Figure 1.

There is a coordinate system on point “A” of the
robot body, as can be seen in Figure 1. This frame can be
called a robot coordinate system ormoving frame since
this coordinate system is displaced according to the
mobile robot’s movement. The other coordinate system
is the inertial coordinate system, which is used when
working on the position of the robot. These frames are
represented as three-dimensional vectors as follows:

qI =
⎛
⎝ xI

yI
θ I

⎞
⎠ , qr =

⎛
⎝ xr

yr
θ r

⎞
⎠ (1)

A transformationmatrix obtained as follows to work
on two frames by transforming robot coordinate frame
(qr) with respect to the inertial coordinate system (qI)
[23]:

Rot(θ) =
⎛
⎝ cosθ sinθ 0

−sinθ cosθ 0
0 0 1

⎞
⎠ (2)

Frame-to-frame conversion is done with the follow-
ing equation by using the orthonormal rotation matrix
(Rot(θ)):

q̇I = Rot(θ)−1q̇r (3)

Kinematic model

The forward kinematics of the robot is related to the
relationship between the positions, velocities, accelera-
tions of the robot and its physical structures. The equa-
tions given in Refs. [1,5] are used to develop the kine-
matic model structure. By changing the velocities of
the two wheels, the trajectory of the robot can change.
Assuming that both wheels must have the same angu-
lar velocity (ω) around the ICC, the following equations

can be derived using Figure 1 [24]:

VR = w(Ra + L) = Rϕ̇R
VL = w(Ra − L) = Rϕ̇L

(4)

Let the position vector at point “A” be (xa, ya). The
position vector for the ICC is obtained as shown in the
triangle in Figure 1:

ICC = (xa − Rasin(θ), ya + Racos(θ)) (5)

VR and VL are the right and left wheel linear velocities.
Ra is the distance from the ICC point to the midpoint
“A” between the wheels. At any time, v and w can be
solved as follows:

v = (VR + VL)

2
= R(ϕ̇R + ϕ̇L)

2

w = (VR − VL)

2L
= R(ϕ̇R − ϕ̇L)

2L
(6)

Due to the wheel structure, the robot body cannot
move along the yr axis in the moving frame. Thus, the
velocity at point “A” is calculated as follows:⎛

⎝ ẋrA
ẏrA
θ̇ rA

⎞
⎠ =

⎛
⎝ R/2 R/2

0 0
R/2L −R/2L

⎞
⎠(

ϕ̇R
ϕ̇L

)
(7)

In Equation (7), the rotational velocities of the
wheels can be shown as in Equation (8):

η =
(

wR
wL

)
=

(
ϕ̇R
ϕ̇L

)
(8)

The velocity vector in the robot frame is transformed
to the inertial frame using the orthogonal rotation
matrix Rot(θ) as follows [25]:⎛

⎝ ẋIA
ẏIA
θ̇ IA

⎞
⎠ =

⎛
⎝ cosθ −sinθ 0

sinθ cosθ 0
0 0 1

⎞
⎠

⎛
⎝ ẋrA

ẏrA
θ̇ rA

⎞
⎠

=
⎛
⎝ R cosθ

2
R cosθ

2
R sinθ

2
R sinθ

2
R
2L − R

2L

⎞
⎠(

ϕ̇R
ϕ̇L

)
(9)

If the velocity terms for the DDMR body given
in Equation (9) are replaced with the terms given in
Equation (6), the forward kinematic model equation
becomes as follows [26]:⎛

⎝ ẋIA
ẏIA
θ̇ IA

⎞
⎠ =

⎛
⎝ cosθ 0

sin θ 0
0 1

⎞
⎠(

v
w

)
(10)

The kinematic model is then derived by fault mod-
elling. In this work, Loss of Effectiveness (LOE) is
selected for faultmodelling. The faultmodel is designed
to account for the power loss in the motors. This is
because there is no sensormodel in the designedmobile
robot. The LOE parameters are defined as 0 < kL, kR <
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1 are multiplied by ϕ̇R and ϕ̇L, respectively, as follows
[1]:(

wRf
wLf

)
=

(
kRϕ̇R
kLϕ̇L

)
=

(
ϕ̇R + ΔwR
ϕ̇L + ΔwL

)
(11)

where
{

ΔwR = (kR − 1)ϕ̇R
ΔwL = (kL − 1)ϕ̇L

.

The fault values of right and left wheel angular veloc-
ities are obtained by wRf and wLf , respectively. The
combination of the fault values with the kinematic
model is given as follows:⎛
⎝ ẋA

ẏA
θ̇A

⎞
⎠ =

⎛
⎝ cos θ 0

sin θ 0
0 1

⎞
⎠(

v
w

)
+

⎛
⎝ cos θ 0

sin θ 0
0 1

⎞
⎠

×
( R

2 (ΔwR + ΔwL)
R
2L (ΔwR − ΔwL)

)
(12)

The purpose of using the kinematicmodel of DDMR
in the system is to express the current position of the
robot body relative to the inertial coordinate system by
using the velocities obtained from the nonlinear model
structure.

Kinematic constraints

Kinematic constraints of the robot are caused by some
assumptions, which are the wheel movement of the
robot in the horizontal plane, the point of contact
between the wheels and the ground, and the absence of
friction for rotation around the wheel, etc. [15].

The velocity of the centre point “A” (in Figure 1) is
zero along the lateral axis since theDDMRcannotmove
laterally [27,28]:

ẏra = 0 (13)

Using the orthogonal rotation matrix Rot(θ), the
velocity in the inertial frame is:

ẏa cos(θ) − ẋasin(θ) = 0 (14)

Ensure that the point of contact with the ground
is on the left and right wheels respectively, labelled P.
Thus, the velocities of the contact points in the robot
coordinates are as follows:

vpR = Rϕ̇R
vpL = Rϕ̇L

(15)

Velocities in the inertia frame can be calculated as a
function of the velocities at point ′A′.

ẋpR = ẋa + Lθ̇cos(θ)

ẏpR = ẏa + Lθ̇sin(θ)

ẋpL = ẋa + Lθ̇cos(θ)

ẏpL = ẏa + Lθ̇sin(θ)
(16)

The rolling constraint equations are obtained using
Equation (16) as follows:

ẋpR cos(θ) + ẏpR sin(θ) − Rϕ̇R = 0
ẋpL cos(θ) + ẏpL sin(θ) − Rϕ̇L = 0 (17)

Constraint terms Equations (14) and (17) can be
written in a matrix form as follows:

A(q)q̇ =
⎛
⎝ −sin(θ) cos(θ) 0 0 0

cos(θ) sin(θ) L −R 0
cos(θ) sin(θ) −L 0 −R

⎞
⎠

×

⎛
⎜⎜⎜⎜⎝

ẋa
ẏa
θ̇a
ϕ̇R
ϕ̇L

⎞
⎟⎟⎟⎟⎠ = 0 (18)

Dynamicmodel

The dynamic analysis of the DDMR structure can be
defined as the examination of the relationships between
the torque or force magnitudes applied to the wheels
by the actuator and the position, velocity, and accel-
eration of the DDMR with respect to time. The main
difference between dynamic and kinematic modelling
is that the kinematic model examines motion only with
the geometric relations governing the system, without
considering the forces affecting the motion [16,29].

The dynamic model of the system is derived from
the Lagrangian dynamic approach [16,28]. The general
form of the Lagrangian equation is obtained as follows:

d
dt

(
∂L
∂ q̇i

)
−

(
∂L
∂qi

)
=

n∑
j=1

λjaji + Qi (19)

Above, Qi refers to nonconservative forces in the
system, and the Lagrange multiplier is denoted by λj.

L = T − V (20)

Equation (20) is the Lagrange function, which is the
difference between the kinetic (T) and potential (V)
energies of the system. In our case, the potential energy
is zero because there is no height state in the system, so
Lagrange is equal to the kinetic energy for this system
(Figure 2).

The kinetic energy formula of themobile robot body
without wheels is as follows:

Tc = 1
2
mcvc2 + 1

2
Icθ̇2 (21)

In here, mc refers to the mass of the DDMR with-
out the driving wheels and actuators, Ic refers to the
moment of inertia of the DDMR about the xr axis
through the centre of mass.
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Figure 2. Coordinates of points on DDMR.

The kinetic energy of the right and left wheels and
actuators of the robot is as follows:

TwR = 1
2mwvwR2 + 1

2 Imθ̇2 + 1
2 Iwϕ̇2

R

TwL = 1
2mwvwL2 + 1

2 Imθ̇2 + 1
2 Iwϕ̇2

L
(22)

Here, mw refers to the mass of each driving wheel,
including the actuator. vwR and vwL are right and left
linear velocities, respectively. Iw refers to the moment
of inertia of each driving wheel with an actuator about
the wheel axis, and Im refers to the moment of inertia
of each driving wheel with an actuator about the wheel
radius [27].

The kinetic energy of the robot body in Equation
(21) is obtained as follows:

Tc = 1
2
mc(ẋ2a + ẏ2a) − mcdθ̇ (ẋa sin(θ) − ẏa cos(θ))

+ 1
2
mcd2θ̇2 + 1

2
Icθ̇2 (23)

Here, xa, ya, and θa refer to the position vector of the
midpoint of the mobile robot frame.

The kinetic energy of the right and left wheels in
Equation (22) of the robot:

TwR = 1
2
mw(ẋ2a + ẏ2a) + mwLθ̇ (ẋa cos(θ) + ẏa sin(θ))

+ 1
2
mwL2θ̇2 + 1

2
Imθ̇2 + 1

2
Iwϕ̇2

R

TwL = 1
2
mw(ẋ2a + ẏ2a) − mwLθ̇ (ẋa cos(θ) + ẏa sin(θ))

+ 1
2
mwL2θ̇2 + 1

2
Imθ̇2 + 1

2
Iwϕ̇2

L (24)

The total kinetic energy of the mobile robot is
obtained using Equations (23) and (24), as follows:

T = Tc + TwR + TwL =
(
1
2
mc + mw

)
(ẋ2a + ẏ2a)

− mcdθ̇ (ẋa sin(θ) − ẏa cos(θ))

+
(
mwL2 + Im + 1

2
mcd2 + 1

2
Ic
)

θ̇2

+ 1
2
Iw(ϕ̇2

R + ϕ̇2
L) (25)

The total mass and equivalent inertia of the mobile
robot:

m = mc + 2mw (26)

I = Ic + mcd2 + 2mwL2 + 2Im (27)

The Lagrange equation is given as follows using
Equations (26) and (27):

L = 1
2
m(ẋ2a + ẏ2a) − mcdθ̇ (ẋa sin(θ)

− ẏa cos(θ)) + 1
2
Iθ̇2

+ 1
2
Iw(ϕ̇2

R + ϕ̇2
L) (28)

A step-by-step approach is used to find the dynamic
model equations using generalized coordinates and the
Lagrangian equation. As a result, the Lagrange equa-
tions are obtained as follows:

d
dt

(
∂L
∂ ẋa

)
− ∂L

∂xa
= mẍa − mcdθ̈sin(θ)

− mcdθ̇2cos(θ) = C1

d
dt

(
∂L
∂ ẏa

)
− ∂L

∂ya
= mÿa + mcdθ̈cos(θ)

− mcdθ̇2sin(θ) = C2

d
dt

(
∂L
∂θ̇

)
− ∂L

∂θ
= Iθ̈ − mcdẍa sin(θ)

+ mcdÿa cos(θ) = C3
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d
dt

(
∂L
∂ϕ̇R

)
− ∂L

∂ϕR
= Iwϕ̈R = τR + C4

d
dt

(
∂L
∂ϕ̇L

)
− ∂L

∂ϕL
= Iwϕ̈L = τL + C5 (29)

Here, C1,C2,C3,C4 and C5 refer to the coefficients
related to kinematic constraints that can be written in
terms λ Lagrange multiplier vectors.

Using the Lagrange equations above, general dynamic
equation is given in Equation (30) where M(q) is the
symmetric positive definite inertia matrix, V(q, q̇) is
the centripetal and Coriolis matrix, G(q) is the grav-
itational vector, τd denotes the bounded unknown
disturbances or noises, including unstructured unmod-
elled dynamics, B(q) is the input transformation
matrix, τ is the input torque vector, Aτ (q) is the matrix
associated with the constraints, and λ is the vector of
the constraint forces.

M(q)q̈ + V(q, q̇)q̇ + F(q̇) + G(q)

+ τd = B(q)τ − Aτ (q)λ (30)

q, q̇ and q̈ specify position, velocity, and acceleration
vectors, respectively. Since the DDMR system moves
in the horizontal plane and the system is only tested
in simulation, the gravitational force G(q) is neglected.
Since gravity is neglected and wheel frictions are given
to the system with the fault defined in the kinematic
model, F(q̇) is neglected. In addition, since the distur-
bance value is added to theASMC signal, τd is neglected
in the dynamic model. After these assumptions, the
dynamic model is obtained as follows:

M(q)q̈ + V(q, q̇)q̇ = B(q)τ − Aτ (q)λ (31)

By expanding the system in Equation (9), q̇ vector
can be written as follows. The velocities (q̇) and accel-
erations

(
q̈
)
in Equation (31) can be found using the in

Equation (32).

q̇ =

⎛
⎜⎜⎜⎜⎝

ẋa
ẏa
θ̇

ϕ̇R
ϕ̇L

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝

R
2 cosθ

R
2 cosθ

R
2 sinθ R

2 sinθ
R
2L − R

2L
1 0
0 1

⎞
⎟⎟⎟⎟⎠

(
ϕ̇R
ϕ̇L

)

(32)
Here, to express Equation (31), the energy-based

Lagrangian approach, which is the dynamic model of
the robot, is used.

Using Equation (29), the structure in Equation (31)
is obtained as follows:

M(q) =

⎛
⎜⎜⎜⎝

m 0 −mcdsinθ 0 0
0 m mcdcosθ 0 0

−mcdsinθ mcdcosθ I 0 0
0 0 0 Iw 0
0 0 0 0 Iw

⎞
⎟⎟⎟⎠

V(q, q̇) =

⎛
⎜⎜⎜⎝

0 0 −mcdθ̇cosθ 0 0
0 0 −mcdθ̇sinθ 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎞
⎟⎟⎟⎠ ,

B(q) =

⎛
⎜⎜⎜⎝

0 0
0 0
0 0
1 0
0 1

⎞
⎟⎟⎟⎠

AT(q).λ =

⎛
⎜⎜⎜⎝

−sinθ cosθ cosθ
cosθ sinθ sinθ
0 L −L
0 −R 0
0 0 R

⎞
⎟⎟⎟⎠ .

⎛
⎜⎜⎜⎝

λ1
λ2
λ3
λ4
λ5

⎞
⎟⎟⎟⎠

(33)

Since the Lagrange multipliers λ are not known,
the constraint term Aτ (q)λ in Equation (33) must be
eliminated by defining the reduced vector.

The S(q) matrix is used for the reduction. TheS(q)
matrix is a modified forward kinematic matrix relat-
ing the distance between the robot’s centre of gravity
and the wheel axis, as seen in the forward kinematic
equation [18].

q̇ = S(q)η (34)

The acceleration matrix is obtained by taking the
time derivative of Equation (34) as follows:

q̈ = Ṡ(q)η + S(q)η̇ (35)

The S(q) matrix is in the null space of the kinematic
constraint matrix A(q), which means ST(q)AT(q) = 0.
Hence: (

R
2 cosθ

R
2 sinθ R

2L 1 0
R
2 cosθ

R
2 sinθ − R

2L 0 1

)

×

⎛
⎜⎜⎜⎜⎝

−sinθ cosθ cosθ
cosθ sinθ sinθ

0 L −L
0 −R 0
0 0 R

⎞
⎟⎟⎟⎟⎠ = 0 (36)

As can be seen in Equation (36), the constraint term
of the dynamic model can be eliminated.

The dynamic model should be revised accordingly.
τL and τR are left and right torques respectively, used
in the new dynamic equation. It can be expressed as
follows:

τ = u =
(

u1
u2

)
=

(
τR + τL
τR − τL

)
(37)

Using Equations (34) and (37), the dynamic model
of DDMR is modified as follows:

M(q)[Ṡ(q)η + S(q)η̇] + V(q, q̇)[S(q)η]

= B(q)τ − Aτ (q)λ (38)
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If the equation is reordered, the following equation
is obtained:

(M(q)S(q))η̇ + (M(q)Ṡ(q) + V(q, q̇)S(q))η

= B(q)τ − Aτ (q)λ (39)

Both sides of the Equation (39) are multiplied by
transformation matrix ST(q):

(ST(q)M(q)S(q))η̇ + (ST(q)M(q)Ṡ(q)

+ ST(q)V(q, q̇)S(q))η = ST(q)B(q)τ − ST(q)Aτ (q)λ
(40)

The dynamic model terms in Equation (40) can be
represented as follows:

M̄(q) = ST(q)M(q)S(q)
V̄(q, q̇) = ST(q)M(q)Ṡ(q) + ST(q)V(q, q̇)S(q)
B̄(q) = ST(q)B(q)τ

(41)
By reordering the Equations (40) and (41), the new

dynamic model of DDMR becomes:

M̄(q)η̇ + V̄(q, q̇)η = B̄(q)τ (42)

If the matrix multiplications shown in Equation (41)
are done, the following matrix terms are obtained:

M̄(q) =
[

Iw + R2
4L2 (mL2 + I) R2

4L2 (mL2 − I)
R2
4L2 (mL2 − I) Iw + R2

4L2 (mL2 + I)

]

V̄(q, q̇) =
[

0 R2
2Lmcdθ̇

−R2
2Lmcdθ̇ 0

]

B̄(q) =
[

1 0
0 1

]
(43)

Using the velocity in Equation (6), Equation (42) can
be converted to an alternative form. This structure in
Equation (44) is the nonlinear model of DDMR.[

m0 0
0 I0

](
v̇
ẇ

)
+

[
0 −mcdw

mcdw 0

](
v
w

)

=
[ 1

R 0
0 L

R

](
u1
u2

)
(44)

where

⎧⎨
⎩

m0 =
(
m + 2Iw

R2

)
I0 =

(
I + 2L2

R2 Iw
) .

Note that the Lagrange approximation considers the
mass and inertia of thewheels andnot the robot as a sin-
gle rigid body.With the nonlinearmodel, linear velocity
and angular velocities are obtained by using Equation
(44).

Controller approaches

Kinematic controller

The kinematic-based backstepping controller was pro-
posed in the literature for a non-holonomic DDMR

[4,15]. In that approach, a stable TT control rule for
a non-holonomic mobile robot that neglects DDMR
dynamics is based on the steering system. A mobile
robot system has two postures, which are the reference
position vector Pr and the current position vector Pc.
They are three-dimensional vectors and include the x,
y, and θ postures. The error is obtained by taking the
difference between the reference and current position
vectors.

The difference between Pr and Pc gives the error
value in the base frame. This value is multiplied by the
rotation matrix to obtain the error posture in the robot
coordinate system.

ep =
⎛
⎝ xe

ye
θe

⎞
⎠ =

⎛
⎝ cosθ sinθ 0

−sinθ cosθ 0
0 0 1

⎞
⎠

⎛
⎝ xr − xc

yr − yc
θr − θc

⎞
⎠

(45)
The current velocities are obtained as follows:(

vc
wc

)
=

(
vrcosθe + Kxxe

wr + vr(Kyye + Kθ sinθe)

)
(46)

Kx, Ky and Kθ are positive gain values. These gains
are very important for the system to work satisfactory.
Since DDMR system needs slow and a non-oscillating
response, the kinematic controller gains must be well
tuned [15]. For this reason, Neural network-based
algorithm is employed for determining the gains.

Neural network based adaptive backstepping
controller

The proposed control algorithm provides the back-
stepping controller with parameters and adaptive gains
that vary with reference trajectory [30,31]. The control
structure adapts the kinematics-based controller gains
to minimize the following cost function [15,32].

J = 1
2

∑
gxxe2 + gyye2 + gθ θe2 (47)

In here, gx, gy and gθ are neural network gains. Error
values can be seen from Equation (45). Kx, Ky and
Kθ are considered part of the cost function above and
they are optimized and updated according to the gra-
dient descent method. The kinematic controller gains
are represented by the vector α. The partial derivative
of the cost function with respect to α:

∂J
∂α

= gxxe
∂xe
∂α

+ gyye
∂ye
∂α

+ gθ θe
∂θe

∂α
= epTg

∂ep
∂α
(48)

where α = [Kx Ky Kθ ].
The matrix form of the g value here is shown as

follows:

g =
⎡
⎣ gx 0 0

0 gy 0
0 0 gθ

⎤
⎦ (49)
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In Equation (48), if ep is replaced by Equation (45):

∂J
∂α

= gepT
∂(Te(qr − qc))

∂α
= −epT × g × Te × ∂qc

∂α
(50)

Since the vector qr is the reference position consist-
ing of fixed values, its derivative is zero. As the chain
rule indicates, the following equation can be written:

∂qc
∂α

= ∂qc
∂vc

× ∂vc
∂α

(51)

After the Equation (51) given above is obtained, the
desired derivative expression in Equation (52) is written
as follows:

∂qc
∂α

=
⎡
⎣ J acv11 J acv12

J acv21 J acv22
J acv31 J acv32

⎤
⎦

×
[

ex 0 0
0 vrey vrsineθ

]
(52)

The derivative of the cost function with respect to
the controller gains ∂J

∂α
is rewritten as follows:

∂J
∂α

=
[

∂J
∂Kx

∂J
∂Ky

∂J
∂Kθ

]
= −epT × g × Te

× J acv × ∂vc
∂α

(53)

The representation of the derivative of the cost func-
tion with respect to the controller gains in matrix form
is written as follows:

∂J
∂α

=
[

∂J
∂Kx

∂J
∂Ky

∂J
∂Kθ

]
= − [

xe ye θe
]

×
⎡
⎣ gx 0 0

0 gy 0
0 0 gθ

⎤
⎦ ×

⎡
⎣ cosθ sinθ 0

−sinθ cosθ 0
0 0 1

⎤
⎦

×
⎡
⎣ J acv11 J acv12

J acv21 J acv22
J acv31 J acv32

⎤
⎦

×
[

ex 0 0
0 vrey vrsineθ

]
(54)

The algorithm for calculating the Jacobian matrix
using theNNmodel is as follows: The initial weight val-
ues should be the most suitable for the model. Weights
are tuned by training the model using the back propa-
gation algorithm. It is essential to have incorrect values
to use back propagation. Thus, the forward propaga-
tion method is used first. The forward propagation
algorithm is used to obtain the prediction data gen-
erated by the NN. Since it is predicted data, there is
a difference between the estimated value and the real
value. The difference between these two values is used
to determine the error value, which propagates from
the output layer to the input layer on the NN, resulting

Figure 3. Two-layer NNmodel with two layers of neurons.

in “backward propagation” with various derivative pro-
cesses [15]. The NN model with two layers of neurons
is shown in Figure 3.

The first layer of the NNmodel feeds L neurons, and
the second layer feeds m neurons. The following termi-
nology is used to describe the different parameters of
the neural networks shown in Figure 3: Kinematic con-
troller velocities (vc and wc) are input layers for NN.
x̂, ŷ, θ̂ are the outputs of the NN. Ni and No are the
number of inputs and outputs of the neural network,
respectively. Nh is the number of neurons in the hid-
den layer. ζ and δ are the learning andmomentum rate,
respectively. σ is the activation function. WhereasWhi
values are the weights from hidden layer to input layer,
Woh values are the weights from the output layer to
hidden layer.

According to the defined neural network model
above, the relationship between the inputs and the out-
puts of the network is given as follows:

yi = σ

⎛
⎝ L∑

l=1

Wohilσ

⎛
⎝ n∑

j=1
Whiljxj + vl0

⎞
⎠ + wi0

⎞
⎠
(55)

where i = 1, 2, . . . ,m and l = 1, 2, . . . , L.
The activation function represented by σ is cho-

sen as the sigmoid (logistic curve) function is given in
Equation (56).

σ(p) = 1
1 + e−ρ

(56)

The back propagation algorithm needs the deriva-
tive of the activation function.Derivative of the sigmoid
function with respect to ρ:

d
dρ

σ(ρ) = 1
(1 + e−ρ)2

= σ(ρ)(1 − f (ρ)) (57)

The expression ρ in the Equation (56) above is the
representation of the product of the weight and neuron
values up to the desired layer.
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The back propagation algorithm is a weight adjust-
ment algorithm based on the gradient descent method.

Wil(k + 1) = Wil(k) − ζ
∂E(k)
∂Wil

Vlj(k + 1) = Vlj(k) − ζ
∂E(k)
∂Vlj

(58)

An output signal is given as a reference to the neural
network, and the difference between this output and the
output (yi) produced by NN is an error. The weights are
changed in cycles until the error is minimized by the
network.

ei(k) = Yi(k) − yi(k) (59)

where Yi(k) =
⎛
⎝ xA

yA
θA

⎞
⎠.

By using the error function, the cost function is
found as follows:

E(k) = 1
2
ei(k)2 (60)

The required gradients of the cost function E(k) by
weights can be easily determined using the chain rule.

∂E
∂Wil

=
[
ei × (−1) × ′

σ(u2i )
]

× zl = −zl
′
σ(u2i )ei

∂E
∂Vlj

=
[ m∑
i=1

(
− ′

σ(u2i )ei
)

× Wil × ′
σ(u1l )

]
× xj

= −xj
′
σ(u1l )

m∑
i=1

( ′
σ(u2i )ei

)
× Wil

(61)
In here, zl refer to the sigmoid function up to the

hidden layer. The Jacobianmatrix is obtained as follows:

J acv =

⎡
⎢⎢⎢⎢⎢⎣

∂x
∂vc

∂x
∂wc

∂y
∂vc

∂y
∂wc

∂θ

∂vc
∂θ

∂wc

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

x̂(t) − x̂(t − 1)
vc(t) − vc(t − 1)

x̂(t) − x̂(t − 1)
wc(t) − wc(t − 1)

ŷ(t) − ŷ(t − 1)
vc(t) − vc(t − 1)

ŷ(t) − ŷ(t − 1)
wc(t) − wc(t − 1)

θ̂(t) − θ̂ (t − 1)
vc(t) − vc(t − 1)

θ̂(t) − θ̂ (t − 1)
wc(t) − wc(t − 1)

⎤
⎥⎥⎥⎥⎥⎥⎦

(62)

With the above equations, the kinematic controller
gains change and adapts to make the cost function zero
according to the gradient descent method as follows:

Kx(t) = Kx(t−1) + ΔKx
Ky(t) = Ky(t−1) + ΔKy

Kθ (t) = Kθ (t−1) + ΔKθ

(63)

Adaptive slidingmode controller

For the ASMC structure, traditional dynamic equations
are used [5,6]. The sliding surface linear and angular

velocities, which come from the output of the kine-
matic controller and nonlinear model, are used [33].
The velocity error is found by taking the differences
between these velocities [34].

ec =
(

ev
ew

)
=

(
vc
wc

)
−

(
v
w

)
(64)

In this work, a PI type sliding surface is used for
ASMC as follows:

s(t) =
[

s1(t)
s2(t)

]
= ec(t) + β ∫ ec(t)dt (65)

In here, β must have a positive value (β >0) satisfy-
ing theHurwitz condition. If the system is on the sliding
surface s(t) = 0 and the error ec(t = ∞) → 0, ṡ(t) = 0
is the necessary condition for the state to remain on the
sliding surface during the trajectory tracking. Taking
the derivative of Equation (65) for this case, it becomes
as follows:

ṡ1(t) = v̇c(t) − v̇(t) + βev(t) = 0
ṡ2(t) = ẇc(t) − ẇ(t) + βew(t) = 0 (66)

The acceleration terms in Equation (66) can be
expressed as:

v̇(t) = v̇c(t) + βev(t)
ẇ(t) = ẇc(t) + βew(t) (67)

The linearization of the nonlinear dynamicmodel in
Equation (44) is obtained as follows:

v̇(t) = 1
m0Ru1

ẇ(t) = L
I0Ru2

(68)

If the acceleration expressions in Equation (67) are
written into Equation (68), it becomes as follows:

ueq(t) =
{

ueq1(t) = γ̂ [v̇c(t) + βev(t)]
ueq2(t) = α̂[ẇc(t) + βew(t)] (69)

Here, γ and α are used as adaptive model parame-
ters. The following torques force the system to approach
the switching signal faster with gain K.

uw(t) =
{

uw1(t) = K1s1
uw2(t) = K2s2

(70)

where K1,K2 > 0.
The discontinuity of the sign function in the ASMC

law and the large η value can cause chattering phenom-
ena. To avoid chattering, the sign function has been
replaced by the continuous tanh (Hyperbolic tangent)
function. In other words, the tanh function is used as
an estimator of the sign function. The steepness of the
tanh function determines how it can approach the sign
function [34].

ud(t) =
{

ud1(t) = η1tanh(s1/ε)
ud2(t) = η2tanh(s2/ε)

(71)

where ε > 0.
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The control signal is obtained by summing the above
Equations (69), (70), and (71), as follows:

u(t) = ueq(t) + uw(t) + ud(t) (72)

ueq is the adaptive compensation item, uw is the feed-
back item, and ud is the robustness item. Disturbances
are added externally to the control signals. In this work,
the disturbances are limited and represented with Δ1
and Δ2: |Δ| ≤ D < |η|.

The adaptive law is obtained for this system as
proposed in Refs. [34–37]. Using a reasonable priori
knowledge of physical systems, an adaptive robust con-
trol design based on a discontinuous projection map
is obtained to solve the TT control problem. The esti-
mated parameters γ and α are revised with the adaptive
law parameters are obtained as follows:

˙̂γ = Projγ̂ [−as1(v̇c + βev)]
˙̂α = Projα̂[−bs2(ẇc + βew)]

(73)

Projγ̂ (Δ) =
⎧⎨
⎩

0, if γ̂ = γmax and· > 0
0, if γ̂ = γmin and· < 0

�, otherwise

Projα̂(Δ) =
⎧⎨
⎩

0, if α̂ = αmax and· > 0
0, if α̂ = αmin and· < 0

�, otherwise
(74)

Maximum or minimum values of γ and α can be
calculated as follows:

γmax, min = m0R.
αmax, min = I0R/L (75)

Using the above equation, ASMC law is obtained as:

u(t) =

⎧⎪⎪⎨
⎪⎪⎩

u1(t) = γ̂ [v̇c(t) + βev(t)]
+K1s1 + η1tanh(s1/ε)

u2(t) = α̂[ẇc(t) + βew(t)]
+K2s2 + η2tanh(s2/ε)

(76)

PID controller

In this section, a conventional PID controller, which
is widely used in the literature, is added to the system
to compare the two controllers. The proportional term
(P) is used to calculate instantaneous errors, the inte-
gral term (I) provides information about the amount of
previous errors, and the derivative term (D) provides
an estimate of future errors based on the instantaneous
magnitude fluctuation rate [38].

Two PID controllers are used in the system. The first
one produces a control signalwith linear velocity errors.
The second one generates a control signal with angular
velocity errors. The following function is used for these

two PID controllers:

u(t) =

⎧⎪⎪⎨
⎪⎪⎩

u1(t) = Kpev(t) + Ki
t
∫
0
ev(t)dt + Kd

d
dt ev(t)

u2(t) = Kpew(t) + Ki
t
∫
0
ew(t)dt + Kd

d
dt ew(t)

(77)

Lyapunov stability analysis

Theorem 1: The stability analysis of the kinematic con-
troller is proved by the Lyapunov stability approach in
this section [5,15]. Themobile robot tracking error system
dynamics is given in Equation (45). The time derivative
of the TT position error is:

ėp =
⎛
⎝ ẋe

ẏe
θ̇e

⎞
⎠

=
⎛
⎝ w(ep, qr)ye − v(ep, qr) + vrcos(θe)

−w(ep, qr)xe + vrsin(θe)
wr − w(ep, qr)

⎞
⎠ (78)

The position error dynamics can be represented in the
matrix form as follows:

⎛
⎝ ẋe

ẏe
θ̇e

⎞
⎠ = v

⎛
⎝ −1

0
0

⎞
⎠ + w

⎛
⎝ ye

−xe
−1

⎞
⎠

+
⎛
⎝ vrcos(θe)

vrsin(θe)
wr

⎞
⎠ (79)

For any initial conditions, all the functions for the mobile
tracking error dynamic system are bounded and go to
zero with time; so lim

t→∞(xe, ye, θe) = 0.

Proof: Except for the Lyapunov theorem, the LOE cho-
sen as the fault model effect on the DDMR model can
be seen from the equations as follows:

ẋe = − ẋ
Δvcos2θ + θ̇

Δwye + vr cos θ̇
Δw

ẏe = −xe θ̇
Δw + vr sin θ̇

Δw
θ̇e = − θ̇

Δw + wr

(80)

For the above Equation (78), the scalar function (V0),
which is the positive definite Lyapunov function for the
kinematic controller analysis, is suggested as follows:

V0 = (xe2 + ye2)
2

+ (1 − cos(ye))
Ky

(81)

V0 ≥ 0 and if ep = 0, V0 = 0. Also, if ep �= 0, V0 > 0.
The time derivative of V0 is:

V̇0 = ẋexe + ẏeye + ẏesin(ye)
Ky

(82)
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Substituting (45) and (78) in (82), it is obtained as
follows:

V̇0 = −Kxxe2 − vrKθ sin2(θe)
Ky

≤ 0 (83)

For t > 0, V̇0 is a negative definite function for any
xe, ye, θe �= 0 that indicates the asymptotic stability of
the overall system. Thus, ep goes to zero under the fol-
lowing conditions: reference velocities are continuous
and vr, wr, Kx, Ky and Kθ are bounded [15]. �

Theorem 2: Considering the values of the disturbances
and faults of the mobile robot, an adaptive law is pro-
posed in Equation (76). The stability of the ASMC is
proved by the Lyapunov stability approach in this section,
which is proposed in [5,34]. The positive definite Lya-
punov function is selected as:(

V1
V2

)
= 1

2

(
γ 0
0 α

)(
s12
s22

)

+ 1
2

( 1
a 0
0 1

b

)(
γ̃ 2

α̃2

)
(84)

where
{

γ̃ = γ̂ − γ (a > 0)
α̃ = α̂ − α(b > 0) .

Proof: Thederivative of Lyapunov function inEquation
(84) is as follows:(

V̇1
V̇2

)
=

(
γ 0
0 α

)(
ṡ1s1
ṡ2s2

)

+
( 1

a 0
0 1

b

)(
γ̃ ˙̂γ
α̃ ˙̂α

)
(85)

If external artificial noises are added to the Equation
(66), derivative of sliding surface is obtained as follows:

ṡ1(t) = v̇c(t) −
(
1
γ
u1(t) + Δ1

)
+ βev(t) = 0

ṡ2(t) = ẇc(t) − ( 1
α
u2(t) + Δ2

) + βew(t) = 0
(86)

where v̇(t) =
(
1
γ
u1(t) + Δ1

)
, ẇ(t) = ( 1

α
u2(t) + Δ2

)
By substituting Equation (86) into Equation (85), the

accelerations become:

V̇1=γ s1
[
(v̇c(t) + βev(t)) −

(
1
γ
u1(t) + Δ1

)]
+ 1

a γ̃
˙̂γ

V̇2=αs2
[
(ẇc(t) + βew(t)) − ( 1

α
u2(t) + Δ2

)] + 1
b α̃

˙̂α
(87)

Writing the control torques given in Equation (76) into
Equation (87):

V̇1 = −s1γ̃ (v̇c(t) + βev(t)) − K1s12 − η1s1 tanh
( s1

ε

)
− Δ1s1 + 1

a
γ̃ ˙̂γ

V̇2 = −s2α̃(ẇc(t) + βew(t)) − K2s22 − η2s2 tanh
( s2

ε

)
− Δ2s2 + 1

b
α̃ ˙̂α (88)

The inequality can be obtained for every scaler value of

s (s ε R) and positive scaler ε:

−η1s1 tanh
( s1

ε

) ≤ −η1|s1| + η1με

−η2s2tanh
( s2

ε

) ≤ −η2|s2| + η2με
(89)

where μ is the nominal control inputs.
The suitable adaptive law for ASMC is selected from

[5,34]:
˙̂γ = −as1(v̇c + βev)
˙̂α = −bs2(ẇc + βew)

(90)

Therefore,

V̇1 = −K1s12 − η1|s1| + η1με + Δ1s1

≤ −K1s12 + η1με ≤ 0

V̇2 = −K2s22 − η2|s2| + η2με + Δ2s2

≤ −K2s22 + η1με ≤ 0 (91)

Since |Δ| ≤ D, ASMC asymptotic stability is
verified. �

Simulations

The proposed controller algorithms are tested in the
MATLAB/Simulink environment with numerical sim-
ulation. The block diagram containing the whole sys-
tem is given in Figure 4. The reference block shown at
left produces the reference position vector. The error
is obtained by taking the difference between the cur-
rent position vector obtained in the kinematic model
and the reference position vector. Since the error vec-
tor is in the inertial frame, it is necessary to transform
the error vector into the robot frame. The kinematic
controller obtains the current linear and angular veloc-
ities by using the position errors in the robot frame
and reference velocities. The DDMR system needs the
variables Kx, Ky and Kθ with respect to its position
in the state space. Kinematic controller gain values
in adaptive structures are obtained by the neural net-
work block. ASMC generates a control signal using
current velocities from the kinematic controller, veloc-
ities from the nonlinear model, and wheel angular
velocities from the kinematic model. As illustrated in
Figure 4, the transition between controller strategies,
namely PID, SMC, and ASMC, can be provided by a
switch. Unlike ASMC, the PID controller generates the
control signal without using wheel angular velocities.
Disturbances are added to the output of the control sig-
nals for all controller approaches that we used in this
work. The linear and angular velocities of the robot
are obtained with the nonlinear dynamic model. The
fault structure is modelled in the kinematic model.
The system position vectors are obtained in the block
diagram shown on the far right in Figure 4, and the
LOE factors (kL and kR) are taken 50%. With these
faults, the wheels of the mobile robot are slowed down.
The maximum and minimum values of m0 and I0
are taken as 17.51kg ≤ m0 ≤ 37.51kg and 0.57kgm2 ≤
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Figure 4. DDMR controller and modelling.

Table 1. Controller gains and parameters.

Parameter Value Parameter Value

xr t mw 0.5kg
yr sin(t) mc 17kg
θr 0 R 0.095 m
vr 0.06m/s L 0.24 m
wr 0rd s−1 d 0.05
x0 0 Ic 0.537kgm2

y0 0 Im 0.0011kgm2

θ0 0 Iw 0.0023kgm2

β 5 ε 0.05
a 0.5 b 0.5
K1 0.171 K2 0.171
Kx 2 Ky 150
Kθ 5

I0 ≤ 4.57kgm2. The mobile robot, which is subject to
both faults and disturbances, tries to follow its reference
trajectory. Ode45 is used to solve non-stiff differential
equations in systems with ASMC, SMC, and PID. In
each case, same disturbances which are Δ1 = 0.25 ∗
sin(3 ∗ t) and Δ2 = 0.75 ∗ cos(2 ∗ t) is used for fair
comparison. Unstable signals, which are disturbances,
are added to the control signals. The noise signals are
more unstable at the beginning of the simulation. For
this reason, the mobile robot has difficulty settling into
the reference trajectory.

Reference and robot parameters are shown in
Table 1.

The initial values of Kx, Ky and Kθ values are given
in Table 1. For the PID control approach, two differ-
ent PID controllers are used for linear and angular
velocities. PID gain values have different values because
the two systems use two different error values. PID1
and PID2 generate control signals using linear velocity
error and angular velocity, respectively. To determine
PID controller gains, PID tuner application (transfer
function based) is used in theMATLAB/Simulink envi-
ronment. The PID Tuner app automatically tunes the
gains of a PID controller for a SISO plant, which is a

Table 2. PID parameters.

PID1 PID2

PID Parameter Value Value

Kp 77.18 5.32
KI 35.64 21.86
KD −0.01 −0.06
N 54.8 77.51

mobile robot system, to achieve a balance between per-
formance and robustness. Here, the balance between
settling time and robustness is provided with the PID
controller gains, which are given in Table 2.

Although the system is subjected to faults and dis-
turbances, as shown in Figure 5, it shows a satisfactory
result in TT with the proposed controller structures. In
the sixth second, a fault occurs in the system, and the
fault continues until the end of the simulation. There-
fore, a deterioration in the condition of the trajectory
tracking occurs after sixth second. If SMC is compared
with the PID system, there are small differences. How-
ever, the ASMC system gives much better results than
the PID and SMC systems in the curved parts of the ref-
erence trajectory, and the ASMC system tracks closer
to the reference trajectory in the linear parts. The sys-
tem with a PID controller settles into the reference
trajectory later than the ASMC and SMC systems. The
three-controller system gives satisfactory results in TT
compared with [6,39–41].

As can be seen in Figure 6, the linear velocity
increases until the DDMR catches the reference tra-
jectory. Afterwards, it progresses stably. When the
fault occurs in the sixth second, linear velocity values
increase in DDMR systems. Because the fault model
in the actuators tries to reduce the wheel velocities of
the DDMR. The controller system does not allow the
robot to stop or slow down by increasing the velocity. If
the linear velocity values in the ASMC system are com-
pared with those in the PID and SMC systems, it is seen
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Figure 5. Trajectory tracking.

Figure 6. Linear velocity.

that the two figures are very similar. The mobile robot
with the PID system initially accelerates to catch the tra-
jectory more slowly than the ASMC and SMC systems.
After the eighth second, it progresses stably, similar to
a sine wave.

In Figure 7, the angular velocity changes abruptly
until it settles onto the reference trajectory. There is
more fluctuation after the sixth second, as does the lin-
ear velocity. The difference between the angular velocity
and the linear velocity is that it can take negative values
according to the direction of the mobile robot. If the
angular velocity values in the ASMC system are com-
pared with the PID and SMC systems, it is seen that the

angular velocity graphs are almost the same due to the
reference trajectory being important for angular veloc-
ity change. The difference here is that the fluctuation is
greater in the PID system due to the structure of the
PID.

In Figure 8, control torques which are generated
for both right and left wheels by each controller can
be seen. Here there are high torque values when the
DDMR starts to move from its initial state and the fault
occurs in the sixth second, so the DDMR moves with
acceleration. This is because the controllers are trying to
push themobile robot to follow the reference trajectory.
After DDMR catches the reference line, left and right
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Figure 7. Angular velocity.

Figure 8. Controller torque.

wheel torques decrease, and the control signals for all
three ASMC, SMC, and PID tend to go to zero. All three
systems perform satisfactorily in TT, but SMC and PID
controller have more chattering than ASMC, so ASMC
produces more smooth control inputs.

Figure 9 shows that the error graphs are similar for
all three control strategies. The DDMR system has a
higher error value until themobile robot catches the ref-
erence line. Afterwards, the error value decreases, and
the process proceeds stably. When the fault occurs in
the sixth second, the error values increase, and then
the error value decreases, and the process proceeds

stably again. In DDMRs with fault models, the system
error does not disappear because the actuators are con-
stantly given error values over time and disturbances
are always present when the system is operating.

To compare the results more accurately, Root Mean
Square (RMS) values of the errors for all three systems
are given in Table 3.

As can be seen from Table 3, the ASMC gives bet-
ter results compared to the PID controller and SMC,
but the difference is small since the kinematic and NN-
based adaptive backstepping controllers have effective
operation.
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Figure 9. Trajectory tracking errors.

Figure 10. RMS error

Table 3. RMSEs average values.

DDMR with ASMC DDMR with SMC DDMR with PID
Axis Average error Average error Average error

X 0.3293 0.3852 0.4084
Y 0.2097 0.2397 0.2266

Figure 10 shows that the RMS error graphs are sim-
ilar for all three control strategies. It starts at zero and
suddenly reaches a value of one. The RMS error value
decreases and progresses stably until the fault occurs
in the sixth second, and then the error value decreases
and progresses stably again. If the angular velocity val-
ues in the ASMC system are compared with the PID
and SMC systems, it is clear that the RMS error in the

x-axis is less than the PID and SMC systems in the sixth
second.

In Figure 11, the controller gains are compared with
each other with respect to the adaptive controller point
of view, Kx, Ky and Kθ values are not kept constant
for all controllers. The change in the gain values is
small because a big change affects the system oper-
ation and increases the torque value. Looking at the
other changes, it is seen that the gain values do not take
very different values from the initial conditions until
the fault occurs in the sixth second, and then the gain
value decreases and progresses stably again. Here, there
are high torque values when the fault occurs. Ky and
Kθ values change in very similar ways in ASMC and
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Figure 11. Kinematic controller gain.

PID. Kx values change more in ASMC than in SMC
and PID as the sliding mode controller structure has an
adaptive law. Due to having a fault in the system, the
kinematic controller gain values are high compared to
thosewithout a faultmodelling system [5,15,42], so that
the DDMR has high velocity values.

Conclusion

In this paper, first the dynamic and kinematic mod-
els are obtained by using kinematic constraints and the
Lagrangian approach. The proposed control methods
for TT of the DDMR system are ASMC, SMC, and PID
controllers. The effects of disturbances and faults in
the system’s actuators are eliminated, and the DDMR
system follows the reference trajectory by adding kine-
matic controllers and NN-based controllers to the sys-
tem. In the real-time application, the robot model is
nonlinear since the robot parameters are unknown. For
this reason, in this work, an adaptive law is proposed
to maintain the sliding state, solving the problem of
unknown parameters and disturbances. A comparison
is made between the PID controller, which is mostly
used in linear systems, the SMC, and the adaptive SMC
used in nonlinear systems, and responses under faults
and disturbances are examined.
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