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in cerebellar ataxia by ensemble approach
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ABSTRACT
In neurological field, Cerebellar Ataxia (CA) prediction is donewith Gait values of human actions.
The Analysis of Gait (AoG) may lead the good treatment. The goal of this work was to develop
a machine-learning-based model for predicting AoG using the poor gait patterns that occur
before AoG.While executing designed AoG-provokingwalking tasks, an accelerometer was con-
nected to the lower back of 21 subjectswith 12 differentwalking positions to gather acceleration
impulses. The exercisewaswalking for oneminute at each of 12 variedwalking speeds on a split-
belt treadmill in the range [0.6, 1.7] m/s in 0.1m/s increments. To reduce the effects of weariness,
the speed sequencewas randomized and kept a secret from the subjects.Machine-learning algo-
rithms like support vector machine (SVM) and k-nearest neighbours (KNN) have been tested in
existing research studies. These algorithms perform well when the amount of data is little and
the classification is binary. SVM, KNN, decision trees, and XGBoost algorithms have all been used
in the proposed study on the CA data set. We discovered that the AdaBoost algorithm provides
a more accurate categorization of the severity of CA disease.
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1. Introduction

Although the motor symptoms of cerebellar ataxia
(CA) are the most well-known, numerous non-motor
symptoms have also been reported [1]. Irregular actions
and the inability to suppress urges are hallmarks of
the psychiatric disorders known as impulse control
disorders (ICDs). A well-known area of medical spe-
cialization is neurological specialization [2]. The brain
instructs the body on how to respond to events. Using
this research, we can pinpoint the activity issue and
determine the nervous system’s capacity. A disruption
in a person’s activity rhythm may result in neurolog-
ical diseases. Brain, spine and nerve damage are the
focus of neurosurgery. Our specialists use neurosurgery
to treat neurological diseases. Finding activity patterns
[3] in the medical field is difficult. We must observe
the patient’s motions in order to pinpoint the condition
[4]. Issue identification and pinpointing the issue is very
difficult in the early stage of neuro disease. A patient’s
death could occur due to any failure in their medical
care.

In cross-sectional investigations, the prevalence of
ICDs and related diseases ranged from 15% to 20%
[5–7]; annual incidence was estimated to be around
10% [8,9], and after five years of the disease’s occur-
rence, the overall incidence reached over 50% [10].
These issues can also affect PD individuals whose dis-
ease has been present for longer than five years.

Neurologistswill evaluate the complexity of disorders
related to the nervous system. It helps to assess the dis-
ease’s severity, which influences treatment. For humans,
the capacity of the brain is crucial in terms of all activ-
ities. The activity pattern shows the severity of the CA
condition. Recent advancements in neurosurgical crit-
ical care and neuroimaging technologies enable early
patient treatment with minimally invasive techniques,
which leads to death and treatment is also very tough.
An interdisciplinary team [11] that consists of various
neuro specialists is working towards this aim.

One of the most prevalent and incapacitating symp-
toms of cerebellar patients is an analysis of gait (AoG)
[12]. AoG is a severe kind of gait dysfunction that is
characterized by “despite the intention to walk, there
is a brief, episodic lack of forward motion or a signifi-
cant decline” [13]. AoG ismore commonwhen turning,
travelling through confined places and starting a gait.
AoG severely limitsmobility, increases the risk of falling
and lowers the quality of life [14–16].

The variety of diseases also increased at the same
time as medical remedies advanced quickly. The
improvements in medicine have raised standards in
society. A neurological condition called CA causes
improper coordination of body movements. Exercise
coordination issues will be influenced bymuscle power.
When the magnitude and synchronization of the limbs
to maintain posture are compromised, it will occur.
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They become physically unbalanced and are unable
to perform further tasks. If the condition is discov-
ered in the early stages, treatment is simpler. Inter-
preting ensembles might be more challenging. Even
the finest ideas do not always succeed in persuading
decision-makers. Even the finest concepts are occa-
sionally rejected by the intended audience. Lastly,
ensembles are more expensive to develop, train and
use.

The health care sector greatly benefits from artificial
intelligence [17]. By accurately anticipating the disease,
it helps save the lives of countless people. On the activ-
ity data, numerous algorithms are performed, and the
results are then examined. The result of the analysis is
trustworthy and precise for forecasting. For the anal-
ysis of the necessary disease prediction, we employ the
support vectormachine (SVM) [18], decision tree (DT)
[19], and k-nearest neighbour (KNN) [20] algorithms.
To obtain more precise predictions from the machine-
learning methods, we apply the ensemble technique
[21].

These characteristics’ combined ability to predict
outcomes has not been thoroughly studied. Only three
research [22] and patient-level forecasts have been
reported. Researchers used a logistic regression using
neuro-clinical and genetic data in all three studies
and then utilized the receiver operating characteris-
tic (ROC) curve to determine how well it predicted
outcomes (ROC AUC). The accuracy of the perfor-
mance outcomes was impacted by the absence of cross-
validation or a replication cohort in any of these exper-
iments [23].

We use machine-learning approaches to forecast the
neuro-clinical data. In order to train and cross-validate
the obtained models and see if they could be applied
to the other cohort, we used two longitudinal cohorts.
With knowledge of the patient’s clinical history and
genotyping information, the goal was to estimate the
risk of ICDs at the subsequent appointment. By com-
bining numerous models rather than relying just on
one, ensemble approaches seek to increase the accuracy
of findings in models. The integrated models consid-
erably improve the findings’ accuracy. Because of this,
ensemble approaches in machine learning have gained
prominence.

The paper residue has the following structure: We
covered the literature evaluation and the drawbacks of
works in Section 2 that are linked. The data set and
experimental setup are described in Section 3. Section
3 presents a mathematical analysis of machine learn-
ing. The ensemble approach is described in Section 4.
In Section 5, the problem statement is defined. Section
6 is a report on the experimental analysis. Sections 7
and 8 provide an explanation of the comparison study
and outcome analysis. Section 9 talks about the results
and upcoming projects.

2. Literature survey

On the alumni data set, the DT technique was applied
by Daniela Alejandra Gomez Cravioto et al. [24]. The
alumni data set was analysed and categorized using
the WEKA tool. The tool for machine-learning algo-
rithms is WEKA. Based on the choice of data set, it
provides the result using established algorithms. They
used the CRISP-DM approach and the WEKA tool.
They contrasted different machine-learning methods,
including all DT algorithms. The bestmethod for creat-
ing a classification system is determined by comparing
machine-learning algorithms like DT. The analysis of
the alumni data set revealed that the random forest
algorithm outperformed other algorithms.

The most common neurological condition that
affects the central nervous system is Parkinson’s dis-
ease (PD). The number of its sufferers has increased
significantly, especially in underdeveloped countries.
Trembling, diminished mental reaction and poor pos-
ture are the earliest signs of PD. Almost ten million
individuals have been diagnosed with it as of this point,
and it is a terrible medical ailment that is common
in developed and developing countries. The disease’s
primary origin is still unknown, however, based on
the indications and symptoms it exhibits, it can be
treated if caught in its early stages. There is currently
no known cure or preventative measure for PD, and it
is unclear if the condition is genetic or natural. Many
clinical and blood investigations have been provided
to aid in the PD diagnosis. Correctly diagnosing PD
can be challenging, especially in the early stages. Occa-
sionally medical professionals will request blood test-
ing or brain scans to rule out the potential of other
illnesses.

The logistic regression (LG), Naive Bayes (NB),
stochastic gradient descent (SGD), adaptive boosting,
bagging, DT, and random forest (RF) classifier are
eight machine-learning methodologies that the author
applied to assess analysis utilizing theWEKA tool [25].
They anticipated the advent of cancer sickness. The
curve displayed the applicable algorithms’ anticipated
rate. Random forest provided the most accurate out-
come in this study. The confusion matrix and other
indicators were used to calculate the values. Protein and
blood metrics are just a few examples of patterns that
can be recognized using machine learning. These are
the contributing elements to COVID- 19 [26] severe
forecast.

In their study, the author used the Gini algorithm
to forecast migraines and the intensity of migraines.
The feature was recorded using artificial neural net-
work ideas. The dispersed delay values were recorded
using vector data. These tactics’ effectiveness has been
assessed against the results of earlier study models.
In this work, the author used aged people and a
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machine-learning approach to predict how headaches
will turn out [27]. The model’s sensitivity displayed
the optimum value in the resultant table for diseases
with low prevalence. Machine-learning researchers can
choose and sample features with the help of theWEKA
tool.

The various ensemble approaches were discovered
by the author [28]. They applied bagging, stacking
and voting techniques using differentmachine-learning
methods. They used ensemble learning techniques to
propose a number of promising frameworks. The pre-
diction metrics are AUC, accuracy, F-measure, recall,
precision and MCC. The author presented the pre-
dicted values in the conclusion part.

The heel-knee-shin test and the rapid alternating
movements test were two of the tests used by the author
[29] as she focused on limbmotor function assessment.
The following traits are present in the daily activities
that have an impact on the limb joints. The human
activities are calculated using repetition and rhythm.
The person needs to keep a straight posture in order
to carry out these responsibilities.

They received a lot of experimental data from these
body sensor networks. These complicated data also
include patterns of human behaviour and environmen-
tal information [30]. Activity mining is the most effec-
tive method for developing efficient human activity
patterns. The usage of utility pattern mining (UPM) is
widespread among organizations and applications. This
study employed the wireless multipath propagation of
signals to examine human patterns.

Wireless multipath signal transmission [31] in con-
fined environments, which includes direct radiation,
reflection, diffraction and scatter propagation, is the
basis of wireless sensor systems.

Multipath propagation is used to overcome inte-
rior walls, flooring, furniture and other obstacles.
The pattern of wireless signal transmission is always
changing, and this is reflected in human behaviour
[32]. It alters the wireless signal’s characteristics after
being received. Human actions may result in multi-
path environmental information depending on human
behaviour.

The importance of studying fundamental neuro-
science cannot be emphasized enough. Due to the com-
plexity of the nervous system, a problem’s diagnosis
[33] might be challenging. Additionally, the medical
community observes novel virus varieties for which
a cure is required. We need to provide patients with
faster care in today’s society. Many researchers used
Bayesian quadratic discriminant analysis to test the
kinematic and diagnostic aspects of CA patients. To
anticipate the disease, the author calculated finger chase
movement values. The study clarified how machine-
learning methods using density-based mining and root
mean value probability work. Backpropagation [34]

was employed in the analysis to locate and create the
pattern.

The random forest algorithm’s k mean value is used
to calculate the human activity pattern. The author
employed classifiers to identify the deviation after tak-
ing human activity into account as the pattern. To com-
prehend the pattern styles, they used various graphical
data. Bitmaps were employed in UPM, and the output
was shown as visual graphs. Themajority of instances of
ALS are caused by a deadly neurological ailment that is
sporadic, and this chronic disease’s origin will evolve at
different phases. It is quite challenging to pinpoint the
mutation’s genesis.

Machine learning aids in the early diagnosis of dis-
ease. Based on an action, the process of mining [35] is
evaluated. The technique for coordinating the order of
operations is called activity mining. The movement is
tracked and recorded to create a data collection. The
author employed the truncal and collateral measures
related to signal values. Machine learning gives the
better accuracy for the prediction problems.

TheNaive Bayes algorithm [36] was employed by the
author to forecast current events. On the activity pat-
tern data set, SVM activities are utilized to forecast the
values. The metrics were calculated and assessed using
this method. Every step of the process was calculated
and measured using the process mining concept.

The geographical approach and values were used by
the author to assess the road colocation pattern [37].
The author used an artificial neural and collocation
path to find an activity forecast for the assessment of
his project. For humans, the brain acts as the major
role. The body as a whole is activated using the brain
as a model. The actions are well-synchronized and
cooperate with the brain. The pattern displays negative
numbers when the actions fail.

The author employed a variety of machine-learning
approaches to conduct misleading phishing attacks that
sought out sensitive data. The spoofed emails and actual
messages are recognized as spam and input mails,
respectively. The emails contained [38] threats, which
they classified using computer learning techniques.

The approaches employed in the pertinent principles
and drawbacks are explained in Table 1.

3. Process flow of disease prediction

This paper aims to present a revolutionary disease pre-
diction method [39] with five key phases, including

• data preprocessing,
• noisy data reduction,
• extract feature,
• select the proper feature, and
• final classification.
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Table 1. Literature survey concepts.

Ref. Approaches Methods used Drawbacks

[1] IOT devices Microprocessor unit, Matlab Low accuracy using sensors
[2–4] Machine learning SVM, KNN, DT It was only applicable to one subject

and did not apply to several ailments
[5] Machine learning Classification algorithms A single notion was used to identify

the best classifier
[6,7] Machine learning, Ensemble method AdaBoost This study established the effectiveness

of theGaussian-RBF kernel. However,
this is not used in any programme

[8] Machine learning SVM and DT Small database used
[9–12] Machine learning Classification algorithms They only employed one sample,

and in real-time circumstances,
classification did not flow
dynamically

[13,14,15] Machine learning Tree structured algorithm Decision-making processes are lacking
in some subjects that this research
needs to include

[18,23,25] Machine learning, Ensemble method SVM, encryption and fuzzy logic system Lacking to make grouping and
integrate the self-adaptive features

[28–30] Activity process mining Alpha algorithm Real-time dataset is missing
[31,32,38] Machine learning Naive Bayes This study did not look into concerns

with development and mobility

• The preparation phase [40] receives the input
data initially, and it is during this phase that the
normalization of data process is carried out.

• The imbalance processing phase, which imple-
ments an enhanced a plan of action to address the
class imbalance, is then completed.

• Following the resolution of the imbalanced
problem, the features are retrieved, comprising
the original feature, greater statistical features,
entropy, correlations, enhanced similarity mea-
surement and statistical features.

• Additionally, in the feature selection phase, rele-
vant features are chosen from the extracted fea-
tures, and this is done using an improved relief
technique.

• These chosen characteristics are used in the
ensemble classifiers, which comprise the NN,
RNN, RF and k-NN models, during the classifi-
cation phase.

• The output of NN, RNN and RF serves as the
input for k-NN in this scenario. The suggested
new models perfectly calibrate the NN and RNN
weights to improve the system’s ability to antici-
pate diseases.

• The ultimate result is then efficiently and pre-
cisely obtained.

Figure 1 explains the overall the block diagram flow
in the system. So the binary classification of disease is
got using the above model.

4. Processes of disease prediction

We used CA data parameters as the training (discov-
ery) cohort. We used cross-validation technique [41],
which is shown in Figure 1, to objectively measure the

Figure 1. Architecture of the prediction.

performance analysis of the models. We divided the
PPMI participants at random, placing 80% in the train-
ing set and the remaining 20% in the testing sample
for the outer loop. We used a five-fold cross-validation
approach in the inner loop to enhance themodel hyper-
parameters on the training set. The algorithms’ ability
to fit the training set of data is controlled by these
hyper-parameters.

4.1. Proposed system

The proposed system was used to process genomic
data and extract variations of interest that met inclu-
sion requirements. Using the Python packages pandas
[42] and NumPy [43], the various text-like files were
processed. Forward-filling was the technique used to
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impute missing values, and it required using the most
current non-missing values for the attribute and object
in question. The baseline values from the training set
were used to impute baseline missing values. Because
it can be used on any scale without any training and
just a tiny portion of the data from a small selection of
variableswas ascribed,we chose to employ this straight-
forward method.

A linear combination is considered convex if the
weights all add up to one and are not negative. The
weights [44] show the relative importance of each cal-
culation. When a visit is given a weight of 1, then a visit
is given a weight of 1, the “summary” visit is just the
baseline visit. Otherwise, it is the most recent visit. The
most recent visits can be given higher weights if they
are thought to be more significant than previous vis-
its, or identical weights might be applied so each visit
proportionally counts to this “summary” visit.

For the outer loop, we randomly assigned 70% of the
subjects to the training set and the remaining 30% to the
test set. To improve the model hyper-parameters on the
training dataset, we employed a five-fold subject-level
cross-validation strategy in the inner loop. The degree
to which the algorithms adhere to the training set of
data is controlled by these hyper-parameters.

We divide 70–30% training and test data. We used
five-fold cross-validation approach for enhancing the
parameters. The inner loop is used to create a model
for making them to regulate the algorithms. The hyper-
parameters are considered as the training level models.

Individual differences in walking patterns [45], the
impact of bodily sensations [46] or various disease
states could all be contributing factors to the variation
in prediction accuracy. The MI scores can be used to
identify various walking patterns, with cadence being
the most useful characteristic for all patients save one.

4.2. Architecture of proposed system

Figure 2 explains the workflow of the project. It started
with dataset collection and was followed by data clean-
ing which explains in Section 5. Then, the weight value
is calculated and applied to different machine-learning
algorithms. The resultant accuracy of prediction is the
final result of our research.

5. Data preprocessing

5.1. Remove outliers

The current system is used to eliminate outliers [47] and
we randomly pick a collection of authentic experimen-
tal evidence from a healthy individual in a neurological
test, as well as a subcarrier. Figure 2 displays the sub-
carrier’s signal curve, the original signal and outliers
for average people. When a typical person does the
Romberg test, the body shaking should be within a

Figure 2. The roadmap of the framework.

specific scope, and the subcarrier signal curve should
be steady. The signal curve has many burrs, and the
volatility is high. To complete eliminating the outliers
of the initial signal, we might alternatively utilize the
classification function.

5.2. Denoising for signals

The noise presents the outliers in the received data
that will be filtered out and have been eliminated. The
majority of conventional filters [48] are linear and non-
linear, including the mean filter and Wiener filter. The
disadvantages of the conventional denoising method
include the increase in entropy following signal trans-
lation, the inability to characterize the non-stationary
features of the signal, and the failure to access the cor-
relation of the signal. The wavelet transform is used to
get around these problems.

5.3. Feature extraction

Selecting the right subcarriers is required prior to fea-
ture extraction. We are aware that more information
will be contained in a batch of data when the variance
is higher. We choose the 10th subcarrier of the third
antenna for Romberg’s test and the subcarrier of the
second antenna for attribute distribution in accordance
with the principle of maximum variance.

5.4. Feature extraction from ensemble test data

Normal people can maintain their balance even when
they blink or close their eyes; nevertheless, small vari-
ations may occur due to environmental noise and an
object’s respiration. Patients with sensory ataxia who
can sustain posture and balancewhen the blinking stage
and vigorously move their bodies during eyes closing
stage create a waveform that is largely stable in the
blinking stage and unsteady in the closing eyes.

The attribute physical relevance is as follows. The
signal’s energy is reflected by the signal’s mean square
value, its stability is described by the signal’s mean
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value, its degree of dispersion is reflected by the stan-
dard deviation, its impact characteristics are reflected
by the signal’s kurtosis, and its asymmetry is reflected
by the signal’s skewness.

The peak factor can be used to determine whether
the signal has been impacted. The waveform factor,
which has a value larger than or equal to 1, has a phys-
ical significance in the electronics sector that can be
predicted as the ratio of the original AC signal to the
DC signal of equal power.

The data set includes the ground reaction forces
as well as the marker positions of the markers that
were placed on the shoes above the first (FM1), sec-
ond (FM2) and fifthmetatarsal (FM5) heads and on the
aspect of the Achilles tendon insertion on the calcaneus
(FCC) for dynamic tracking.

The markers are named according to the foot side,
anatomical position and the direction: [L/R] [Position]
[x/y/z] and occur as columns in the following order: L
FCC x, L FM1 x, L FM2 x, L FM5 x, R FCC x, R FM1 x,
R FM2 x, R FM5 x, L FCC y, L FM1 y, L FM2 y, L FM5 y,
R FCC y, R FM1 y, R FM2 y, R FM5 y, L FCC z, L FM1 z,
L FM2 z, L FM5 z, R FCC z, R FM1 z, R FM2 z, R FM5
z.

The laboratory coordinate system coincided with
the following anatomical directions: x, the poste-
rior–anterior plane; y, right-to-left movement, Z, the
downward and upward (vertical) directions.

6. Experimental algorithm

We used the same CA data set to apply the AdaBoost
algorithm [49]. The AdaBoost approach employs the
three classifiers mentioned above. The ensemble per-
formed numerous evaluations and then extracted the
outcome. Accuracy [50] is displayed along with the
outcome as AdaBoost, which is a DT-like display. How-
ever, the other associated values outperform the other
approaches.

The AdaBoost algorithm is used as an ensem-
ble method mostly used in machine learning. Higher
weights are given to situations that were mistakenly
identified when the weights are reassigned to each
instance. The term for this is adaptive boosting. In order
to prioritize previously unclassified points by prior clas-
sifiers, AdaBoost modifies subsequent weak learners. It
might occasionally be more resistant to the overfitting
issue than other machine-learning methods. Individ-
ual learners might not be strong, but if the final model
performs better than random guessing, it will become a
potent learner.

It is an ensemble of pre-trained models. It is associ-
ated with a categorization. Every model produces pre-
dictions, often known as votes. A machine-learning
model’s voting method [51] involves choosing the top
pre-trained models and averaging their projections to
get a final prediction output.

6.1. Adaboost pseudocode

Step 1: Input dataset; Initialize base learner and num-
ber of learning iteration

Step 2: Initialize equal weight to all training samples

Step 3: Start loop to compute weight

• Train a base learner using training samples
• Compute error using Equation (1)

∈t =
n∑

i=1
wi,t (1)

• Compute the weight of base learner explained in (2)

wi+1 = wi,te−yαthi(xi) for i in 1 . . . . . . .n (2)

Re normalizew−yαthi(xi)
i for i in 1 . . . ..n (3)

• Normalize using Equation (3)
• Set the new weight value

Step 4: Normalize and predict the value for classifica-
tion

7. Statistical analysis

7.1. Training the AoG predictionmodel with
tagging techniques

To distinguish between pre-AoG gait and regular walk-
ing, boosting of pruned C4.5 trees was chosen because
it outperformed other strategies in terms of detecting
AoG. Before being fed into the classifier, the features
were normalized to the range [0,1]. To distinguish pre-
AoG from regular walking, only features from the pre-
AoG and phases of regular walking were used in the
model training.

In two different schemes—one patient-dependent
and the other patient-independent—we assessed and
contrasted the model’s performance. A 10-fold valida-
tion strategy was used for every subject in scheme 1.
In each fold, 30% of the dataset was utilized for the
training set and 70% for the testing set. All 12 partici-
pants in scheme 2 underwent cross-validation using the
leave-one-subject-out technique

Sensitivity = (TP/ (TP + FN)) ∗100% (4)

Specificity = (TN/ (TN + FP) ∗100% (5)

Accuracy = ((TP + TN)/ (TP + TN + FP + FN)) (6)

where TP (true positive) denotes the total number of
pre-AoG windows that were successfully identified; FP
(false positive) denotes the total number of normal
walking windows that were incorrectly classified; FN
(false negative) denotes the total number of incorrectly
classified pre-AoG windows; and TN (true negative)
denotes the total number of successfully identified nor-
mal walking windows explained in (4)–(6).
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Figure 3. The gait value analysis with x-axis.

7.2. Conventional AoG detection features
extraction and selection

Pre-stops’ gait patterns were different from pre-AoGs’
patterns, as was the case (Figure 4). In pre-stops, vari-
ation in the VT exhibited a trend that was slightly dif-
ferent from that in pre-AoG, and the cadence tended
to be steadier. Similar patterns [52–54] were seen in
pre-AoG periods for other parameters, but they tended
to improve or drop one or two strides after and were
milder. The FP rate could be decreased and pre-AoG
and pre-stops could be distinguished using these vari-
ous trends.

The study’smainweakness is the patient-independent
model’s low sensitivity, which may be caused by the
intrinsic differences across patients. It can be increased
by enlisting more patients for the training of the AoG
prediction model. Additionally, the suggested evalu-
ation of the prediction algorithm is offline, necessi-
tating an online experiment to confirm it and deter-
mine the impact of the predictable cues on actual AoG
events.

8. Results for AoG values with coordinates

We choose sensor data to visualize with the both right
and left foot. Figure 3 shows that the x-axis shows
two different colours in the graph. The variations
are shown in yellow colour. The foot position of CA
patients is completely different from that of normal
patients.

8.1. Y-axis of LRFM1 sensor data to see different
variations of sensor data

The foot y-axis positions are mentioned in Figure 4 and
the left leg is represented in blue colour and the right leg
is shown in red colour. The coordination between the
left and right legs is producing different values which
are mentioned in Figure 4.

Figure 4. The gait value analysis with y-axis.

Figure 5. The gait value analysis with z-axis.

8.2. Z-axis change of LRFM2 sensor

LRFM sensor is used to collect the z-axis values for the
left and right legs that are reflected in Figure 5. The blue
colour is represented the left leg and the red colour rep-
resented the right leg. The values are captured during
the time mentioned and depicted in Figure 5.

8.3. Correlationmatrix for foot axis position

8.4. Visualize all axis in 3D graph

The left foot is representedwith red colour and the right
leg is represented with blue colour in Figure 6. The
3D visualization is coded using the matplotlib library.
The CA patient’s leg position has different values and
gives the highest time period to keep them in the nor-
mal position. The figure above shows us how a human’s
right and left foot move (in 0.6m/s, GP1).

Figure 7 shows the correlation between the left and
right positions for normal people. The actual coordi-
nation should be properly aligned between both legs.
When there is a mismatch in the legs axis then we
have to identify and find the problem behind that. In
Figure 7, both legs alignment is mentioned with the x,
y and z axes. The alignment is clearly depicted in the
graph.
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Figure 6. Correlation matrix for gait analysis.

Figure 7. 3D Right-Left foot image.

Figure 8. 3D Left-Right foot image.

Figure 8 shows that alignment changes in legs. It will
be giving an idea about the patient and their disease.
When the neurological disease occurs that time only
the patient will suffer this kind of misalignment of the
legs.

Table 2. Comparative study for prediction of CA disease.

S.No. Algorithm Prediction accuracy (%)

1 SVM 97.5
2 Naïve Bayes 93.8
3 Logistic regression 98.6
4 AdaBoost 99.6

9. Comparative analysis

Table 2 contains a dataset on neurological diseases.
Usingmachine-learning algorithms, this study achieves
99.6% accuracy in identifying the activity patterns that
indicate neurological disease. The dataset for CA dis-
ease produced a better prediction using Adaboost.
Othermeasurements, including rootmean squared val-
ues and error values, are used to create this forecast. In
the end, this examination of different neural network
techniques yields a better prediction answer. AdaBoost,
an exciting one, is used in the comparative analysis.
This technology’s strength is its ability to identify CA
illness at an early stage, which will benefit physicians.

10. Conclusion

Neurological conditions like sensory ataxia and CA
have an important impact on the quality of life of
patients; for this reason, early detection is crucial and
essential. Wireless sensing without contact has been
suggested in this research as a way to distinguish
between the symptoms of the diseases. The benefits
include increased comfort, reduced self-consciousness,
and other things. The system’s convenience and cost
advantage are its key benefits.

This work put forth a technique for creating
machine-learning models that use individualized
labelling and impaired gait patterns to predict AoG
accurately and quickly. This strategy produced models
that performed better than other prediction literature
models. Using artificial intelligence methods and clini-
cal illness characteristics, we can design more effective
AoG prediction models that give individuals with PD
a method to stop the upcoming AoG via supplying
anticipatory cueing.

The data are initially preprocessed by taking away
outliers and applying wavelet transform filtering, after
which the required features are identified, and finally
the model is trained using BP neural network, SVM
and RF machine-learning methods. The experimental
results demonstrate the effectiveness of the technical
plan outlined in this study by demonstrating that most
of the algorithms can reach approximately 90–98%
prediction accuracy, accurately distinguishing between
sensory ataxia and CA. But, Adaboost is giving 99.6%
accuracy to predict the neurological disease. It is giv-
ing the best result compared to other machine-learning
algorithms. Next, a further investigation of C-Band
wireless sensing technology’s application in healthcare
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will take place, and we’ll suggest more clinical applica-
tion programmes to make clinical detection more pre-
cise, dependable and intelligent in order to ease the bur-
den on doctors and patients. In future, the approach can
be enhanced with the assistance of transfer learning.
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