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A new approach based on current controlled hybrid power compensator for
power quality improvement using time series neural network
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Department of Electrical and Electronics Engineering, Kumaraguru College of Technology, Coimbatore, Tamil Nadu, India

ABSTRACT
In this paper, a current controlled-hybrid power compensator (CC-HPC) is presented to reduce
the effect of input current harmonics on battery chargers. Passive filters have significant power
loss and degrade system frequency due to excessive harmonic attenuation. The proposed sys-
tem integrates the Higher Order Sliding Mode Controller (HOSMC) with a generalized form of
p–q power theory and a Time Series – Artificial Neural Network (TS-ANN) is used to produce
compensating reference current for a three-phase system and generates DC link inductor cur-
rent. Switching pulses to Current Controlled-Active Power Compensator (CC-APC) switches are
generated using a reference compensated signal. The development of CC-HPC and its control
approach helps to reduce the overall harmonic distortion of the supply current used in battery
chargers are the main contributions of the proposed system. HOSMC is a robust and adaptable
controller that tracks reference current without causing chattering is the significant advantage
of the proposed method. The control algorithm is designed in MATLAB/SIMULINK software for
various load conditions and the experimental setup has been developed for rectified fed RC load
using TS-ANN. The filtering process of CC-HPC can maintain the harmonic distortion of supply
current within the IEEE 519-2014 standard.
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1. Introduction

Power quality issues such as voltage and current dis-
tortions have been caused by the continuous growth
of power electronics converter-based nonlinear loads
in domestic and commercial applications. Grid voltage
distortion and overheating equipment in distribution
network are the main causes of harmonic degradation.
An unbalanced three-phase system can seriously dis-
tort the power supply. Numerous investigations have
shown these voltage distortions vary in duration from
a small fraction of a cycle to a few cycles [1]. When
the loads are purely resistive, the supply side power fac-
tor is unity, while the load current and voltage are ideal
in nature. However, if the loads are nonlinear, the volt-
age and current generated on the supply and load sides
are non-sinusoidal, resulting in harmonics in the power
system [2]. A nonlinear converter produces an insuffi-
cient power factor due to harmonic current injection on
the utility side, which in turn reduces system efficiency.
Electrical disruption is analysed by current and voltage
distortions from the ideal shape in order to detect the
disturbances caused by power quality. During a steady
state condition, deviations are caused by imbalanced
currents, harmonic distortions and voltage profile. The
distribution of nonlinear loads over the power grid can
cause power quality issues [3]. A distributed system

uses inverters to maintain a constant frequency and
voltage, even when the load is unbalanced or nonlin-
ear. Various types of nonlinear load create harmonic
waveform by producing non-sinusoidal currents on the
load side [4]. According to Rajesh Francis et al. [5],
the power quality of a system with respect to the devi-
ation of real and reactive power is improved, and it
enhances the efficiency of energy storage components
in all the systems. The unified power quality condi-
tioner is themost ideal and feasible approach for reduc-
ing the power quality issue in modern power systems.
The increased usage of dynamic voltage restorer for
real–reactive power sharing decreases the demand on
UPQC and enhances system efficiency and reliability in
all operating scenarios [6]. Active power filter is con-
structed by interconnecting two separate power con-
verters. This hybrid architecture, on the other hand, is
made up of two independent converters that create two
separate current sources. The system becomes more
complex and time consuming as the number of con-
verters increases [7]. Different types of compensators
are used in the research work that include series, shunt
and hybrid power compensator. Current harmonics are
compensated by shunt power compensator, whereas
voltage harmonics are compensated by series power
compensator. By using a hybrid power compensator,
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harmonics in both current and voltage are compensated
[8]. Based on the previous studies in the literature, it
has been determined that there are various issues in
the design and control of active power compensator for
compensating current harmonics, which are outlined
below.

• A passive filter’s high impedance compared to load
impedance makes it difficult to construct. Passive
filters can only be used for a certain amount of
compensation, and the methods for compensating
reactive power and unbalanced systems are more
challenging.

• Harmonic issues can be solved with conventional
passive compensators (L-C). However, these com-
pensators often have a fixed compensation, parallel
resonance and overloading issues.

• The active power compensator is expensive when
used in isolation and has a high-power rating.

• The majority of traditional control techniques
assume perfect supply circumstances with constant
loads. However, there may be variations in the input
supply, as well as imbalances and distortions in the
supply voltage.

• Choosing the appropriate passive elements and
active compensator for a given application is essen-
tial and the errors obtained in the classical controller
can be reduced by implementing intelligent control
methods.

As a result, the proposed system uses a hybrid power
compensator which compensates imbalanced load. The
current controlled-hybrid power compensator is com-
prised of a passive power compensator (PPC) and
a current controlled-active power compensator (CC-
APC). In steady state, a conventional proportional inte-
gral controller maintains a constant level, but in tran-
sient state, the level varies from the initial value. The
results of some researchers have been unsatisfactory by
using linear control approaches to construct their con-
trollers. The DC inductor current is regulated using a
number of advanced signal processing control meth-
ods which includes p–q theory, direct testing com-
putation, synchronous reference frame, general inte-
gral method, Fourier transform, sliding mode, back-
stepping algorithm and least mean square (LMS) algo-
rithms.Despite the fact that it is one of those controllers’
primary functions is to track the generated reference
current accurately and quickly. It is difficult to the rapid
change of frequency response of that reference. The
attenuation of the switching frequency content would
be affected if the reference was followed more precisely.
Furthermore, the processing latency of certain current
controllers can lead to significant error in the terms of
distortion. These critical aspects are also used as per-
formance criteria in this particular scenario [9]. Power
components are extracted using the LMS approach, and

the weights are estimated using a wiener filter [10].
Model predictive controllers degrade the control prob-
lem into steady and transient state problems, which are
solved individually to identify harmonics, and power
quality issues are improved by using a Kalman filter, as
per Narender Reddy [11]. A multi Pulse Width Modu-
lation (PWM) is a periodic signal that is derived from
a sequence of discrete real numbers and consists of
limited number of Fourier components that are deter-
mined by the harmonic content of the signal. Themulti-
level PWM is a switching signal that contains distortion
of harmonics different from those specified. Harmonic
distortion is caused by harmonic content in multilevel
PWM that is not the part of the prescribed set. As a
result, it is better to maintain harmonic distortion to a
minimum level for all applications [12].

CC-HPC is a hybrid modulation technique that can
be used to generate a sinusoidal current profile with the
appropriate phase and magnitude for a wide range of
applications. The techniques used to control the com-
pensating reference current have a major impact on
the steady and dynamic state performance of the active
power compensator. The load current harmonics of
the Rectified fed battery charger may fluctuate rapidly
and the active power compensator has a rapid-dynamic
response to overcome the issues faced by the nonlinear-
ity. As a result, hysteresis controller is used in this study
because it is theoretically simple, higher reliability and
can be easily implemented in digital controllers [13]. A
hysteresis band controller produces a suitable switching
signal to CC-HPC and to generate three-phase com-
pensating current at the point of common coupling
(PCC) by using fundamental band computation. A fast
response to the active power compensator is provided
by a carrier-less PWM technique [14]. Sliding mode
controller is one among the bestmethods to reduce har-
monic currents in nonlinear systems, although robust
controller design is uncertain. The traditional sliding
method drives a model by changing the direction of a
shape in response to an interrupted signal. When slid-
ing mode algorithm is used, the system states are not
examined at a constant rate. The presence of chatter-
ing in the sliding mode controller reduces precision,
decreases system efficiency, and causes intense heat dis-
sipation in electrical loads. The chattering effect’s con-
straints are reduced by a number of techniques, includ-
ing dynamic extension, the design of a high gain control
algorithm, and the second-order sliding controllers. It is
difficult to analyse the stability of bounded time due to
uncertainties [15].

Numerous studies have analysed about the reduction
of the chattering occurrence,which is discussed inmore
detail below.

• The inertial delay approach is used to control the
unbalanced disruptions present in the multitudi-
nal sliding mode controller. The chattering issue
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is solved by the hysteresis function, which ensures
that the controller state is transferred to the sliding
surface [16]

• Themagnitude of chattering phenomenon is reduced
to sustainable level by extending the number of
phases and establishing a suitable phase difference
between each two successive phases. Each phase of a
master-slave converter can be supported by numer-
ous consecutively connected “slaves”, for a two-
phase converter, so that the entire phase difference
equals the specific value [17].

The hysteresis band’s breaking points are improved
via the nonlinear sliding approach. Consequently,
switching losses are reduced and ripples in the grid
current are minimized [18]. The proposed methodol-
ogy uses a higher-order sliding mode controller along
with a generalized form of p–q theory to prevent the
undesirable oscillation (chattering) that results in high
switching frequency. To calculate the CC-HPC state
space model, the uncertainties of system parameters
must initially be taken into consideration. An induc-
tor is connected parallel to the utility grid at the point
of common coupling in which the CC-HPC compen-
sates the source current harmonics. The large number
of active harmonic compensators, especially when tun-
ing proportional integral controllers, requires a com-
plex numerical model. Even though the PI controller
is effective for steady and transient state conditions, its
gain values have a significant overshoot, which delays
the response of the system. It is difficult to develop
a computational model using conventional methods
because of nonlinear parameter changes. This problem
can be solved using artificial intelligence (AI) tech-
niques such as neural networks, multi-modal optimiza-
tion algorithms, fuzzy logic and emotional controllers.
It is possible for machines to simulate human-like intel-
ligence through thesemethods.Moreover, trainingwith
evolutionary control algorithms requires more time
due to the prolonged computational period. According
to Keyhan Kobravi [19], the search process in multi-
modal optimization technique has less intense than
sequential and arbitrary search but it is less compli-
cated than iterative process. The accuracy of the final
outcome is adjusted by optimization algorithm. The
proposed system is implemented with time series –
artificial neural network-based HOSMC. The model is
controlled by a biological neural network.

Neural network provides reference current for
the current controlled – hybrid power compensator
because of its parallel computation and learning pro-
cess. The error is minimized by training the weight
of each input neuron and compensating current ref-
erence is generated with minimum oscillation. The
weight is updated by using gradient descent method
[20]. In contrast to fine-tuning the PI controller, the
neural controller is highly robust in improving the

input and system parameters. Furthermore, the pro-
posed HOSMC helps to minimize the chattering to
the greatest extent possible. The contributions of the
proposed systems are given below:

• The source current harmonics are reduced by a pro-
posed current controlled – hybrid power compen-
sator.

• The proportional integral tuned HOSMC with the
generalized P–Q theory is designed for time-varying
sliding surfaces.

• The proposed method is estimated for proportional
integral tuned higher order sliding controllers.

• Time series – artificial neural network algorithm is
implemented and analysed with PI-tuned HOSMC.

• Harmonic analysis of input current in the consumer
end is reduced to IEEE-519-2014 standard (<5%).

• The experimental setup for rectified fed RC load
has been developed using neural algorithm-based
HOSMC.

2. Design of higher order slidingmode
controller for harmonic current compensation

Higher order sliding mode controller encompasses
variable time states with intermittent feedback process
that frequently switch fromone linear structure to other
structure in accordance with the original state. Figure 1
depicts a power circuit without harmonic compensator
and aPI controller-basedHOSMCwith time series neu-
ral algorithm. The power circuit is formed by connect-
ing a three-phase supply to rectifier-fed battery charger.
It is essential to reduce the unwanted harmonic distor-
tion in the input side. Input voltage, load current, DC
link current and Idc_Ref are inputs for a proportional-
integral controller tuned HOSMC. The sliding mode
parameters S1, S2, S3 and S4 are analytically determined
from HOSMC and the three-phase reference current
is produced from the generalized form of p–q theory.
Similarly, the generated current reference is delivered to
the hysteresis band control. CC-APC uses the switch-
ing PWM signals produced by the hysteresis band to
produce the compensated filter current. The measured
CC-HPC currents (IF−abc) are compared with compen-
sating reference currents (IC−abc) through compara-
tor block. The current error signal is determined by
each comparator and fed as an input to the relay with
a reduced hysteresis band. This relay maintains the
switching functions of the IGBT switches in the three
inverter legs (S1, S3, S5) such that the filter current
maintains within the specified hysteresis band. Switch-
ing is made to reduce the filter current when the error
signal exceeds the upper bound, and vice versa. The
proposed hybrid compensator with HOSMC is shown
in Figure 1.

The proposed compensator produce harmonic – less
current on the source side by cancelling the battery
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Figure 1. Proposed hybrid compensator with HOSMC.

charger load currents and filter currents at the PCC.
This system has been designed to prevent the network’s
chattering affect for the section of relative degree two.
The designed controller effectively suppresses the chat-
tering issue and improves the variation of parameters
occurring in the system.

2.1. Modelling of HOSMC

Higher order sliding mode controller consists of cur-
rent and voltage control loop. The mathematical model
of PI-tuned HOSMC is discussed in this section.

Derivative function for input voltage and load cur-
rent is as follows:

dUS

dt
=

[
1
CF

− 1
CF

] [
Is
IL

]
(1)

LS
[
dIL
dt

]
=

[
1
LF

− 1
LF

] [
US
UL

]
(2)

Where LS refers for the load current state equations.

LS =
⎛
⎝ 1 −1 0

0 1 −1
−1 0 1

⎞
⎠

US is converter source voltage and is represented as
[US] = [USa, USb, USc]T. IL is the converter load cur-
rent and is denoted by [IL] = [ILa, ILb, ILc]T. UL repre-
sents the load voltage.

Three phase reference a-b-c frame from
Equations (1) and (2) are converted to synchronous

direct and quadrature axis frame (d–q).

dUSd

dt
= ωUSq − 1

CF
ILd + 1

CF
ISd (3)

dUSq

dt
= −ωUSd − 1

CF
ILq + 1

CF
ISq (4)

dILd
dt

= − 1
LF

USd + ωILq + 1
LF

ULd (5)

dILq
dt

= − 1
LF

USq − ωILd + 1
LF

ULq (6)

where ω = 2�f refers to the angular frequency. The
input current and voltage of the d–q axis are denoted
by ISd, ISq and USd, USq. Similarly, the load current
and voltage of d–q axis are represented as ILd, ILq and
ULd, ULq. It is assumed that the capacitor and induc-
tor’s active harmonic compensators areCF asY1 and LF
as Y2, respectively. Because some parameters are diffi-
cult to precisely determine, they can be considered as
variable parameters.

Variable parameters of the proposed system are
determined as

Y1 = Y1m + �Y1

Y2 = Y2m + �Y2

where Y1m and Y2m are represented as nominal values
and �Y1, �Y2 are denoted as parameter uncertainties.
Equations (3)–(6) are simplified to:

(Y1m + �Y1)
dUSd

dt
= ω(Y1m + �Y1)USq − ILd + ISd

(7)
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(Y1m + �Y1)
dUSq

dt
= −ω(Y1m + �Y1)USd

− ILq + ISq (8)

(Y2m + �Y2)
dILd
dt

= ω(Y2m + �Y2)ILq − USd + ULd

(9)

(Y2m + �Y2)
dILq
dt

= −ω(Y2m + �Y2)ILd

− USq + ULq (10)

From Equation (7) to Equation (10), the mathemat-
ical representation of the inverter side can be stated as
follows:

dUSd

dt
= − ILd

Y1m
+ ωUSq + �Y1

Y1m

(
ωUSq − d

dt
USd

)

+ ISd
Y1m

(11)

dUSq

dt
= − ILq

Y1m
− ωUSd − �Y1

Y1m

(
−ωUSd − d

dt
USq

)

+ ISq
Y1m

(12)

dILd
dt

= −USd

Y2m
+ ωILq + ULd

Y2m

+ �Y2

Y2m

(
ωILq − d

dt
ILd

)
(13)

dILq
dt

= −USq

Y2m
− ωILd + ULq

Y2m

− �Y2

Y2m

(
ωILd + d

dt
ILq

)
(14)

N1, N2, N3 and N4 represent the nominal model func-
tion, �N1, �N2, �N3 and �N4 denote the uncertain
functionmodel and input control variables are denoted
by h1, h2, h3 and h4.

N1 = ωUSq;N2 = −ωUSd;N3 = −USd

Y2m
+ ωILq;

N4 = −USq

Y2m
− ωILd;

�N1 = �Y1

Y1m

(
ωUSq − d

dt
Usd

)
+ ISd

Y2m

�N2 = −�Y1

Y1m

(
−ωUSd − d

dt
Usq

)
+ ISq

Y2m

�N3 = �Y2

Y2m

(
ωILq − d

dt
ILd

)
;

�N4 = −�Y2

Y2m

(
ωILd + d

dt
ILq

)
;

h1 = ILd
Y1m

; h2 = − ILq
Y1m

; h3 = ULd

Y2m
; h4 = ULq

Y2m

With 25% uncertain parameters, the system performed
best, hence 0.25 is chosen for Y1 = 0.25 Y1m and

Y2 = 0.25 Y2m, where Y1m and Y2m are the corre-
sponding gain values. The current and voltage con-
troller are incorporated to the equations from (11) to
(14) through Equations (15)–(18).

dILd
dt

= N1 + �N1 + h1 (15)

dILq
dt

= N2 + �N2 + h2 (16)

dUSd

dt
= N3 + �N3 + h3 (17)

dUSq

dt
= N4 + �N4 + h4 (18)

The calculation of sliding variable for load current is
given below:

S1 = ILd − ILd_Ref (19)

S2 = ILq − ILq_Ref (20)

Whereas ILd_Ref and ILq_Ref are represented as load cur-
rent reference values and it is assumed as,

−ILd_Ref = r1;−ILq_Ref = r2

Derivative function (Ṡ1, Ṡ2) is obtained by incorporat-
ing Equations (19) and (20) in Equations (15) and (16).

Ṡ1 = −ILd_Ref + N1 + �N1 + r1 (21)

Ṡ2 = −ILq_Ref + N2 + �N2 + r2 (22)

The calculation of sliding mode variables for input
voltage is determined by,

S3 = USd − USd_Ref (23)

S4 = USq − USq_Ref (24)

Whereas USd_Ref and USq_Ref are denoted as input
source voltage references and by defining −USd_Ref =
r3 and −USq_Ref = r4.

The time derivative function of the sliding mode
variables for Equations (23) and (24) is related with
Equations (17) and (18) we get,

Ṡ3 = −USd_Ref + N3 + �N3 + r3 (25)

Ṡ4 = −USq_Ref + N4 + �N4 + r4 (26)

Ṡ1 and Ṡ2 are the time derivatives of control variable for
the current control loop, which is stated in two phases
(d–q). The compensating currents in d–q axis are given
below:

ICd = −1(
Ṡ21 + Ṡ22

)
.
((
Pr.Ṡ1

) + (
Qi.Ṡ2

)) (27)

ICq = −1(
Ṡ21 + Ṡ22

)
.
((
Pr.Ṡ2

) − (
Qi.Ṡ1

)) (28)
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The d–q axis from the generalized form of p–q theory
is used for power calculation.

Voltage Vector, u = USd + jUSq

Current Vector, i = ILd + jILq
Power = u ∗ i

= (USd + jUSq) ∗ (ILd + jILq)

= USdILd + j(USqILd) + j(USdILq) − USqILq
= (USdILd − USqILq) + j(USdILq + USqILd)

= Pr + jQi

Pr and Qi are real (active) power and imaginary (reac-
tive) power determined by generalized form of p–q
theory.

Pr = UsdiLd − UsqiLq (29)

Qi = UsdiLq + UsqiLd (30)

In a similar manner, the equations for the compensated
voltage in the d–q frame are

UCd = −1(
Ṡ23 + Ṡ24

)
.
((
Pr.Ṡ3

) + (
Qi.Ṡ4

)) (31)

UCq = −1(
Ṡ23 + Ṡ24

)
.
((
Pr.Ṡ4

) − (
Qi.Ṡ3

)) (32)

Ṡ3 and Ṡ4 are the derivative function of sliding parame-
ters for the voltage control loop. The three-phase Ia−b−c
current is generated by converting the two-phase com-
pensating currents from d–q frame, respectively.

ICa =
√
2/3.ICd (33)

ICb =
√
2/3.

[
(–0.5.ICd) +

√
3/2.ICq

]
(34)

ICc =
√
2/3.

[
(−0.5.ICd) −

(√
3/2.ICq

)]
(35)

By using PI-tuned HOSMC and a generalized form
of p–q theory, three phase reference compensating cur-
rent is produced. Total harmonic distortion (THD) of
the input current with proposed PI-tuned HOSMC
is 4.63% (Load 1) and 3.21% (Load 2). The neural
network-tuned HOSMC further enhances the perfor-
mance of input current’s THD. The data from the con-
ventional PI-tuned HOSMC delivers the input refer-
ence signal to the time series neural network controller.

3. Time series – artificial neural network

During the learning process, the network is highly
refined for nonlinear mapping and harmonic compen-
sation with load balancing is achieved. Operation of
training dataset is obtained by PI-tuned HOSMC. The
network connects a set of numeric inputs and outputs
to a dataset. Through the regression process, the net-
work gets trained and error is minimized between the
actual output and the essential target data [21] as per
the below Equation,

e = Yactual − Ytarget (36)

The learning rule changes the internal weight of the
neuron, which represents the data set to reduce the
error function. The samples of DC link and reference
DC link current obtained from PI controller are cho-
sen for training the network. If the network satisfies the
validation process, time series Simulink model is gen-
erated. The analysis of the neural network is continued
until the data satisfy with good results. The results are
compared with classical PI-tuned HOSMC.

The TS-ANN design is shown in Figure 2 which
has eight inputs: three phase-source voltage (USa, USb,
USc), three phase-load current (ILa, ILb, ILc) and IDC and
IDC_Ref . The outputs of the TS-ANN with 30 hidden
neurons are chosen to generate compensating current
reference (ICa, ICb and ICc).

4. Results and discussions

The system is developed with PI-tuned HOSMC and
TS-ANN that operates under different load circum-
stances. The control parameters of the proposed work
are depicted in Table 1.

Table 1. Specifications of the control parameters.

Parameters Symbol Values

Source voltage VS 440 V
Supply frequency F 50 Hz
Phase Ph Three
Rectified fed RC Load R & C R1 = 250�; C1 = 10 µF

R2 = 75�; C2 = 100 µF
Proportional controller gain KP 5.35
Integral controller gain Ki 27.50
Input resistance RS 2.75�

Input inductance LS 0.25mH

Figure 2. Design of proposed time series – artificial neural network.
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4.1. Current harmonics – before compensation

Three phase diode bridge rectifiers fed RC nonlinear
load produces distorted current in input side. The dis-
torted current produced for the two varying RC loads
requires compensation as total harmonic distortion of
input source current is not within IEEE standards.
Figure 3 explains the input current profile of battery
charger without filter for two different loads. The time

period from 0.4 Sec to 0.5 Sec the amplitude of source
current is 1.85A and 0.5 Sec to 0.6 Sec the amplitude of
source current is 3.6 A.

The Fourier analysis of two different loads is shown
in Figures 4 and 5. The overall harmonic distortion of
source current for load 1 is 30.50%, whereas it is 23.34%
for load 2. The harmonic distortion produced by bat-
tery charger is reduced by implementing PI and time
series neural algorithm.

Figure 3. Source current waveform of battery charger – before compensation.

Figure 4. Fourier analysis of input current before compensation – Load 1.

Figure 5. Fourier analysis of input current of Load 2 before compensation.
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4.2. Current harmonics after compensation –
PI-tuned HOSMC

Simulink model of PI-tuned HOSMC is shown in
Figure 6 which consists of control circuit, hysteresis
band current controller and the compensator circuit.

It was observed that the harmonic disturbance of
the input current is reduced by implementing PI-tuned
HOSMC using MATLAB Simulink. In Figure 7, the
results of Proportional Integral tuned HOSMC are pre-
sented. In this figure, (a) Vs determines the input volt-
age with amplitude of 600V, (b) IL depicts the load
current for two distinct loads having distorted out-
comes, (c) If represents the compensated filter current,
(d) the input source current (IS) produced by battery
charger is reduced to IEEE 519-2014 standard, in which
the harmonics are reduced by implementing PI-tuned
HOSMCand (e) Idc represents theDC inductor current.

The supply current becomes sinusoidal and the dis-
tortion reduces from 30.50% to 4.63% (Load 1) and

from 23.34% to 3.21% (Load 2) as per IEEE standard.
Figures 8 and 9 illustrate the Fourier analysis of the PI-
tunedHOSMC (source current) for the load 1 at 0.4–0.5
Sec and the load 2 at time 0.5–0.6 Sec.

4.3. Current harmonics after compensation – time
series neural network algorithm

With 66,771 PI controller samples are used to train the
neural network and 30 hidden neurons are chosen. The
network’s execution is calculated with 473 iterations
using mean square error. It is necessary to use primary
weights so that the network can converge rapidly with
a minimum amount of error.

Training set continues when the error for the train-
ing data set decreases. The network is designed to retain
the training set to a specific level, when the error perfor-
mance is increased. During this stage, the set of training
data is denoted as T, set of weights that need to be

Figure 6. Simulink model of CC-HPC.

Figure 7. Results of proportional integral tuned HOSMC. (a) Input voltage, US; (b) Load current, IL; (c) Compensating filter current, IF ;
(d) Supply current, IS; (e) DC link inductor current, IDC.
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Figure 8. Fourier analysis of source current with PI controller – Load 1.

Figure 9. Fourier analysis of source current of load 2 with PI controller.

trained is W and the predicted accuracy is denoted as
A. These three terms are connected by the equation,

Weight
Training

= Accuracy (37)

Training process of TS-ANN is shown in Figure 10.
The 66,771 PI controller samples are divided into

three divisions at random. A total of 70% of the samples

are used in the training segment, which includes 10,016
samples. The network gets adjusted during the training
process based on its error mapping. The validation and
testing steps require 15% of the total samples, respec-
tively. Figure 11 shows the validation and test data of
the proposed system.

Testing performance of the proposed system is
shown in Figure 12. The best validation result is

Figure 10. Training process of time series – artificial neural network.
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Figure 11. Proposed validation and test data of TS-ANN.

Figure 12. Validation performance of TS-ANN.

attained at the 467 iterations out of 473 iterations.
According to observations, the system’s performance
varies depending on the input data and hidden units.

The network forecasts an output variable as a func-
tion of the inputs using a regression procedure. Pro-
posed regression analysis is shown in Figure 13.

Response curve of the proposed system is shown in
Figure 14.

The results of TS-ANN are shown in Figure 15 in
which the harmonic current produced in supply side
is reduced to IEEE 519-2014 standard (<5% THD for

source current). The %THD of input supply current
is reduced by utilizing neural controller (Figure 15)
as compared to PI controller (Figure 7). Idc current in
TS-ANN is significantly improved and stabilized at the
amplitude of 3.6 A.

Fourier analysis of input source current for the two
different loads is shown in Figure 16 and 17.

The proposed TS-ANN is developed for battery
charger applications has achieved the best results by
reducing the harmonic distortion of supply current.
According to the results of the harmonic spectrum
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Figure 13. Regression plot analysis of TS-ANN.

analysis, the majority of the primary harmonic com-
ponents are reduced when the TS-ANN controller is
used in battery charger applications to improve power
quality disturbances.

4.4. Experimental results

Experimental setup of CC-HPC is depicted in
Figure 18. It consists of three phase – three leg
current source inverter and IGBT power module
(PEC16DSM01) through a FPGA Spartan 3A with
DSP. Three phase supply of 100V, with frequency of
50Hz and source inductance of 0.25mH is connected
to rectified fed RC load (R = 30Ω and C = 100 μF).
The CC-HPC of inductor current is 15mH. Hall sen-
sors are used to monitor voltage (LV 25-P) and cur-
rent (LTS 25-NP). The sensing circuits are devel-
oped and the measured voltages and currents are

delivered to DSP by analogue to digital converter.
In addition to the DSP, a power quality analyser
and a simulation instrument (DSO) are used to
record the results for steady-state and dynamic
loads.

This research examines the three-phase rectified
fed RC load since the rectifier serves as the primary
converter for variable-speed drives and power supply
units. The controller receives input from Us, Is, IDC,
IL, IF and rectifier obtains power from an auto and
step-down transformer. The intelligent power module
is a bridge-type inverter consists of IGBT along with
driver and protection circuits. A high-frequency fer-
rite core inductor is used to connect it to the PCC. The
FPGA controller is used to produce compensating ref-
erence of three phase current and DC link inductor
current regulation. Experimental results are shown in
Figure 19.
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Figure 14. Proposed time series response of neural network.

Figure 15. Results of time series – artificial neural network tuned HOSMC (a) Supply voltage, US; (b) Battery charger current, IL; (c)
Compensating current, IF ; (d) Source current, IS; (e) DC inductor current, IDC.

Figure 16. Fourier analysis of source current with time series neural network – Load 1.
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Figure 17. Fourier analysis of source current of load 2 with TS-ANN.

Figure 18. Experimental Setup of the proposed system.

Figure 19. Experimental results: (a) Input source voltage, Us; (b) Input source current, Is; (c) Compensated filter current, IF ; (d)
Distorted load current, IL.
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Figure 20. Experimental results of battery charger with source current before compensation.

Figure 21. Experimental results of source current after compensation with TS – ANN.

Source current THD before and after compensation
is shown in Figure 20 and 21.

Table 2 compares the experiment results and simu-
lation results of the existing and proposed systems.

5. Conclusions

The development of CC-HAPC is important because it
reduces harmonic distortion of input currents, resulting
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Table 2. Comparative result of proposed and existing system.

Author name Technique employed

Performance
of source

current THD

P. Thirumoorthi
et al.

Instantaneous power of PQ
theory

(a) Simulation
Results

PI – CSHPF 6.10%

FLC – CSHPF 4.50%
(b) Experimental

Results
FLC-CSHP 2.70%

Manoj Badoni et al.
(a) Simulation

Results
Wiener Filter 1.68%

Least Mean Square
Algorithm

3.00%

(b) Experimental
Results

Wiener Filter 2.30%

Least Mean Square
Algorithm

4.10%

N. Narender Reddy
et al.

Model Predictive Control
Algorithm based Tree
structured multi-level
Control system

Selective Harmonic
Elimination

Particle Swarm
Optimization SHE

(a) Simulation
Results

Improved PSO – SHE 6.31%

Multitudinal Sliding Mode
Control (MSMC)

5.99%

PI Controller 4.72%
Vijayakumar Gali

et al.
Conventional SMC

MSMC
(a) Simulation

Results
PI Controller 4.30%

Conventional SMC 3.84%
MSMC 1.50%

(b) Experimental
Results

Unified Power Quality
Conditioner – Nonlinear
Sliding Mode Control

4.60%

Load 1 & Load 2 –
Conventional PI
controller

3.70%

Load 1 & Load 2 – UPQC 2.40%
Rajesh Kumar

Patjoshi et al.
Neural Learning Algorithm

Higher order sliding mode
controller and Time
series neural network

PI tuned HOSMC
(a) Simulation

Results
(Load 1 & Load 2) 3.26% and 4.32%

TS-ANN tuned HOSMC
(Load 1 % Load 2) 2.42% and 2.84%

A. Senthil Kumar
et al.

TS-ANN tuned HOSMC 2.08%

Raheni T D et al (Load 1 & Load 2)
(Proposed System)
(a) Simulation

Results
4.63% and 3.21%

2.65% and 1.27%
(b) Experimental

Results
1.525% and 1.056%

in improved power quality. The current controlled –
hybrid power compensator based on a time series neu-
ral network is designed to reduce the supply side cur-
rent harmonics caused by battery chargers. PI and
TS-ANN-tuned HOSMC are used to calculate refer-
ence current. The performance of CC-HPCwith neural
algorithm is examined and compared with PI-tuned
higher order sliding mode controller. The simulated

results are used to validate the control algorithm.
The time series neural controller tuned HOSMC has
achieved best performance in comparisonwith classical
PI-tuned sliding mode controllers (Table 2). The dis-
tortion produced on the supply side is reduced through
intelligent control methods.

For battery charging applications, the proposed neu-
ral network tuned HOSMC has been effectively val-
idated (Figures 18–21). However, the experimental
results demonstrated the viability and efficacy of the
HOSMC approach in CC-HAPC. Harmonic distor-
tions are below 5% according to IEEE 519-2014 using
time series neural network-based hybrid power com-
pensators. The proposed CC-HPC is most suitable for
harmonic mitigation in electrical power distribution
systems, especially for medium and high-power appli-
cations.
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Appendix 1: Design of passive power
compensator for fifth order harmonic

(a) VS = 440V; F = 50Hz; α = 30◦
VS1 = 440√

3
= 254.03V

(b) AC load RMS current, IL = IDC
√
2√

3
DC link inductor current is 1.85A (measured); IL = 1.5103A
(c) Fundamental RMS value of load current (IL1) is calculated
as,
IL1 =

(√
6

π

)
IL; Therefore IL1 = 1.17757A

(d) The load current active component is determined by,
ILa = IL1 cos 30◦ = 1.01980A
(e) Active power is calculated by the following equation,

P1 = 3VS1IL1 cos 30◦ = 1171.942W
(f) Reactive power is computed as follows,
Q1 = 3VS1IL1 sin 30◦ = 676.621VAR
(g) Filter capacitor, CF

CF = Q1

mωV2
S

m – Number of phases
ω – Fundamental frequency of the supply
CF = 0.7411 μF
(h) Filter inductor, LF
LF = 1

ω2CF
= LF = 546.859mH

Appendix 2: MATLAB coding for neural
network

% Solve an Input-Output Time-Series Problem with a Time
Delay Neural Network
% Script generated by NTSTOOL.
% Created Wed May 16 9:59:30 IST 2022
%
% This script assumes these variables are defined:
%
% data - input time series.
% data - target time series.
inputSeries = tonndata(data,false,false);
targetSeries = tonndata(data,false,false);
% Create a Time Delay Network
inputDelays = 1:2;
hiddenLayerSize = 30;
net = timedelaynet(inputDelays,hiddenLayerSize);
% Choose Input and Output Pre/Post-Processing Functions
% For a list of all processing functions type: help nnprocess
net.inputs1.processFcns = ’removeconstantrows’,
’mapminmax’;
net.outputs2.processFcns = ’removeconstantrows’,
’mapminmax’;
% Prepare the Data for Training and Simulation
% The function PREPARETS prepares timeseries data for a
particular network,
% shifting time by the minimum amount to fill input states
and layer states.
% Using PREPARETS allows you to keep your original time
series data unchanged, while
% easily customizing it for networks with differing numbers
of delays, with
% open loop or closed loop feedback modes.
[inputs,inputStates,layerStates,targets] = preparets(net,input
Series,targetSeries);
% Setup Division of Data for Training, Validation, Testing
% For a list of all data division functions type: help nndivide
net.divideFcn = ‘dividerand’; % Divide data randomly
net.divideMode = ‘time’; % Divide up every value
net.divideParam.trainRatio = 70/100;
net.divideParam.valRatio = 15/100;
net.divideParam.testRatio = 15/100;
% For help on training function ‘trainlm’ type: help trainlm
% For a list of all training functions type: help nntrain
net.trainFcn = ‘trainlm’; % Levenberg-Marquardt
% Choose a Performance Function
% For a list of all performance functions type: help nnperfor-
mance
net.performFcn = ‘mse’; % Mean squared error
% Choose Plot Functions
% For a list of all plot functions type: help nnplot

https://doi.org/10.1109/ICPES.2011.6156667
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net.plotFcns = ’plotperform’,’plottrainstate’,’plotresponse’,
. . .
‘ploterrcorr’, ‘plotinerrcorr’;
% Train the Network
[net,tr] = train(net,inputs,targets,inputStates,layerStates);
% Test the Network
outputs = net(inputs,inputStates,layerStates);
errors = gsubtract(targets,outputs);
performance = perform(net,targets,outputs)
% Recalculate Training, Validation and Test Performance
trainTargets = gmultiply(targets,tr.trainMask);
valTargets = gmultiply(targets,tr.valMask);
testTargets = gmultiply(targets,tr.testMask);
trainPerformance = perform(net,trainTargets,outputs)
valPerformance = perform(net,valTargets,outputs)
testPerformance = perform(net,testTargets,outputs)
% View the Network
view(net)
% Plots
% Uncomment these lines to enable various plots.
%figure, plotperform(tr)
%figure, plottrainstate(tr)

%figure, plotresponse(targets,outputs)
%figure, ploterrcorr(errors)
%figure, plotinerrcorr(inputs,errors)
% Early Prediction Network
% For some applications it helps to get the prediction a
timestep early.
% The original network returns predicted y(t+1) at the same
time it is given x(t+1).
% For some applications such as decision making, it would
help to have predicted
% y(t+1) once x(t) is available, but before the actual y(t+1)
occurs.
% The network can be made to return its output a timestep
early by removing one delay
% so that its minimal tap delay is now 0 instead of 1. The new
network returns the
% same outputs as the original network, but outputs are
shifted left one timestep.
nets = removedelay(net);
[xs,xis,ais,ts] = preparets(nets,inputSeries,targetSeries);
ys = nets(xs,xis,ais);
earlyPredictPerformance = perform(net,ts,ys)


	1. Introduction
	2. Design of higher order sliding mode controller for harmonic current compensation
	2.1. Modelling of HOSMC

	3. Time series – artificial neural network
	4. Results and discussions
	4.1. Current harmonics – before compensation
	4.2. Current harmonics after compensation – PI-tuned HOSMC
	4.3. Current harmonics after compensation – time series neural network algorithm
	4.4. Experimental results

	5. Conclusions
	Disclosure statement
	Data availability statement
	ORCID
	References
	Appendix 1: Design of passive power compensator for fifth order harmonic
	Appendix 2: MATLAB coding for neural network


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.276 841.890]
>> setpagedevice


