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ABSTRACT

In this work, we propose a flexible 1D DCT hardware design with a constant throughput of 32
pixels per cycle for all transform block (TB) size modes. The design supports all TB sizes defined
in the HEVC standard. Flexibility is achieved by multiplexing only the outputs, which results in
lower data path delays compared to other proposed designs. Also, the additional partial but-
terfly units are transferred to the output of transformation cores. The transformation operation
is done in a single stage to minimize the latency of the design and reduce hardware usage.
The highly parallel input reduces the need for a very high operational frequency, which is suit-
able for low-power FPGA designs. Four different reusable transformation cores are used that are
designed using parallel Multiple Constant Multiplication (MCM) units to further reduce the calcu-
lation time. The design was implemented on the Virtex UltraScale + device. The implementation
has hardware usage of 21,818 LUTs, and it can reach the maximal throughput of 4.90 Gsps at
the working frequency of 153 MHz which is enough to support the video resolutions of up to
8192 x 4320@60fps. Comparison with the other works shows that DCT FPGA implementation
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without DSPs can reach the performance of the ASICs with trade-offs in power consumption.

Introduction

Standardization organizations ITU-T Video Coding
Experts Group (VCEG) and ISO/IEC Moving Picture
Experts Group (MPEG) created the High-Efficiency
Video Coding (HEVC) standard [1,2]. These well-
known organizations, ITU-T and ISO/IEC, have devel-
oped and enhanced video coding standards over
time. ITU-T developed H.261 [3] and H.263 [4],
whereas ISO/IEC developed MPEG-1 [5] and MPEG-
4 Visual [6]. Moreover, these two organizations worked
together to develop the H.262/MPEG-2 Video [7] and
H.264/MPEG-4 Advanced Video Coding (AVC) [8]
standards. Prior to the HEVC initiative, the most recent
video coding standard was H.264/MPEG-4 AVC, which
was significantly expanded. H.264/MPEG-4 AVC has
been instrumental in enabling digital video in numer-
ous areas that H.262/MPEG-2 did not previously
encompass. HEVC was created to address all existing
H.264/MPEG-4 AVC applications, with a primary con-
centration on two issues: increased video resolution
and increased utilization of parallel processing architec-
tures.

The HEVC standard aims to achieve several objec-
tives, such as coding effectiveness, simplicity in trans-
port system integration, robustness to data loss, and
ability to implement parallel processing architectures.

The HEVC video coding layer employs a hybrid
strategy that has been utilized by all video compression

standards since H.261 was released. This method pre-
dicts data spatially from one region to the next within
the same frame without requiring previous or subse-
quent frame. The initial frame of a video sequence
and each random access point are encoded with intra-
frame prediction alone. The frame is divided into block-
shaped regions, and the decoder is informed of the
precise block partitioning. Inter-frame temporally pre-
dictive coding modes are utilized for all remaining
frames of a sequence between two intra-frame. The
encoder calculates motion data consisting of the desig-
nated reference image and motion vector (MV) for use
in predicting the samples of each block. The residual
signal of intra-frame or inter-frame prediction is then
subjected to a linear spatial transform. Scaled, quan-
tized, and entropy-encoded transform coefficients are
transmitted alongside.

HEVC, a new video encoding standard, has added
more transform block sizes to improve the efficiency of
encoding 4K and 8 K video files. During the develop-
ment of HEVC, the goal was to implement it efficiently
in software using processor acceleration functions such
as SIMD capabilities, vector operation and parallel pro-
cessing. In order to improve device compatibility and
efficiency, the floating-point discrete cosine transform
has been substituted with an integer version, and the
quantization procedure has been simplified by convert-
ing to scalar multiplication.
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The additional functionality and flexibility of the
quad-tree coding structures provide HEVC with many
more possible combinations than its predecessors.
Therefore, the complexity of the encoder that fully
exploits the capabilities of HEVC is expected to be sev-
eral times higher [9]. This added complexity also has
a significant positive effect on rate-distortion perfor-
mance. In fact, it can achieve up to 50% bitrate reduc-
tion while retaining the same video quality compared
to AVC [10].

Due to its inherent properties, such as near-optimal
decorrelation and symmetry, the Discrete Cosine
Transform (DCT) is extensively used in image and
video processing. In its original form, the DCT employs
floating-point operations, which introduces additional
complexity and error between the forward and inverse
transformations. The most recent coding standards,
including High-Efficiency Video Coding (HEVC) and
Advanced Video Coding (AVC), utilize integer trans-
formations, which are integer approximations of the
DCT. The HEVC standard specifies core transform
kernel matrices for block-based video compression
transformations in two dimensions. These matrices are
designed as approximations of the DCT with finite pre-
cision, allowing embedded structure and preservation
of symmetry properties [11]. HEVC also supports a
greater number of transform block sizes than its pre-
decessors (4 x 4, 8 x 8, 16 x 16, and 32 x 32), which
enhances data compression, particularly when process-
ing video with a high spatial resolution.

In the process of encoding video to HEVC bitstream,
integer DCT is used to transform the residual sig-
nal, which is calculated as the difference between the
current and the predicted block. The residual signal
is divided into square blocks of size N x N called
transform blocks (TBs). The DCT property of sepa-
rability enables the transform to be performed as two
separated one-dimensional transforms. Also, the sym-
metry properties of basis transformation can be used
to reduce the total amount of arithmetic operations.
The transform operations make a significant amount of
total encoding time, which can mostly be attributed to
the rate-distortion optimizations (RDO) process. Much
effort has been made to optimize the hardware designs
of transform operations. Several proposed transform
hardware designs used multiplierless Multiple Constant
Multiplication (MCM) units constructed as add-shift
trees. The MCMs require less hardware than conven-
tional multipliers, if the multiplication of the input
value is done in parallel, which suits the lower fre-
quency FPGA designs.

Shen et al. [12] were among the first to propose
the integer DCT hardware architecture that supports
larger transform sizes (16 and 32 points). This pro-
posal suggests a new architecture for 1D IDCT that
works with different video standards and has 4/8/16/32
points. They use SRAM-based transpose memory to
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save hardware space and reduce power usage. To lower
costs even more, they set up the multiplication of 4/8
point IDCT with MCM, while the multiplication of
16/32 point IDCT uses reusable regular multipliers.
This design can handle 4 pixels per cycle, and its 5-stage
pipelined architecture enables it to work at a maximum
frequency of 350 MHz, though it may take up a bit more
silicon area. Overall, the design efficiency is 31% bet-
ter than the previous work based on the normalized
criterion [13-15].

Meher and Park [16,17] conducted extensive rese
arch on the area and power efficiency of DCT architec-
tures. They presented a fully parallel and folded struc-
ture of 2D DCT with generalized and flexible reusable
DCT core architectures. They illustrated a generalized
design for implementing the transform with different
lengths and demonstrated the reusability with various
solutions. In their flexible and reusable design, two
N/2-point units are used for each N-point unit. When
performing the N/2-point transformation, the inputs
are multiplexed from the N-point to the second N/2-
point unit to maintain throughput. The flexible design
is achieved, but the data path delay is also increased
because of added input and an output multiplexer.

In the paper [18], the authors present three hard-
ware designs for the HEVC standard’s N-point 1D-
DCT transformation. Regarding the number of inputs
(N) and the number of bits per input (n), these designs
offer flexibility and customization. One partial butter-
fly unit, one N/2-point 1D-DCT, N/2 MCM units, and
N/2 adder units constitute them. To increase the operat-
ing frequency, the MCM modules use add-shift opera-
tions with minimal depth. Additionally, the inputs and
outputs of each adder and subtractor use minimal bit
representation to conserve hardware resources without
jeopardizing the DCT’s accuracy and data compres-
sion. The proposed 1D-DCT design requires the least
amount of area resources and has a higher operating
frequency and throughput than other designs presented
in the literature, according to the results of the syn-
thesis. The proposed designs are extremely suitable for
hardware implementation of the HEVC standard due to
their support for 4 K and 8 K UHDV video resolutions.

In a study [19], a new and improved integer DCT
architecture was introduced. It is based on optimiz-
ing the bit-widths of adders, and the proposed design
for different transformation sizes showed significant
improvements. Compared to binary multipliers, the
optimized multiplier design resulted in an average
enhancement of 7% in delay, 33% in gate count, and
29% in consumed power.

In [20], a new set of implementation algorithms
for the HEVC transformation were proposed. These
DCTs algorithms transform the 4 x 4, 8 x 8, 16 x 16,
and 32 x 32 blocks. Compared to traditional algo-
rithms, these new algorithms can achieve around a 20%
reduction in critical path length while using relatively
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few additions and shift operations. This shorter
critical path leads to faster processing times, higher
speeds, and increased throughput. By implementing
these algorithms in hardware designs, throughput can
be increased by 20% while maintaining reasonable
resource consumption when compared with other
implementation algorithms.

A new method for creating 4-point and 8-point DCT
architecture is presented in the paper [21]. This involves
making minor adjustments to the 8-point DCT equa-
tions, sharing resources more efficiently, and ensuring
constant throughput regardless of the DCT type. The
paper also introduces a new technique for creating
transpose memory, which enables concurrent interme-
diate data processing. Memory usage during a 4-point
DCT operation decreases by 25% when this method is
used. The proposed architecture has also been imple-
mented and tested on the FPGA platform.

The paper [22] proposes a new hardware architec-
ture for the development of a high-performance HEVC
2-D DCT transform accelerator. To reduce area and
increase performance, the transform matrix is decom-
posed into multiple matrices that are implemented
using processing element hardware with only shift and
adder operations. The experimental results demon-
strate that this architecture is capable of processing
frames with resolutions up to 8 K in real-time, attain-
ing a throughput of 30 frames per second on the Xilinx
Zyng-7000 Artix-7 FPGA. A configurable carry-save
adder tree-based multiplier is proposed in [23].

This work proposes a flexible 1D DCT hardware
architecture design with a constant throughput of 32
pixels per cycle in all size modes. Flexibility is achieved
by multiplexing only the outputs, which results in lower
data path delays than from the design proposed in work
[16]. The architecture is designed in a single stage for
lower latency and less resource allocation. The highly
parallel input reduces the need for a very high operat-
ing frequency, which is suitable for FPGA designs. The
implementation of the design on the selected device has
enough throughput to support higher levels of HEVC
bitrates and resolutions such as 8192 x 4320@60£ps.

Flexible DCT model

In HEVG, after the frame residual signal is divided into
N x N blocks, where N = 2M N € 4,8,16,32, and M
is in the range [9,12], the two-dimensional integer for-
ward DCT (2D DCT) is applied to each block. The 2D
DCT is a separable transform and can be divided into
two N-point one-dimensional DCT (1D DCT) applied
to each row and each column, respectively. Smaller ker-
nel matrices are embedded into the 32 x 32 transform
kernel matrix. This property enables efficient hardware
sharing between different transform sizes (4 x 4, 8 x 8
and 16 x 16). It defines that for df]\-] , where the df-}’ are
the smaller transform matrices (N € 4,8,16), the next

expression is valid.
N _ 132 .
dj = diGnypij =0, N =1 1)

The embedded structure of the kernel matrices enables
creating the flexible DCT design that efficiently reuses
hardware. Flexibility can be defined as the ability of the
design which enables multiple working modes. Also,
reusability can be defined as the design feature which
enables the hardware submodule units of the design to
have more than one function. To enable runtime flexi-
bility of the DCT with efficient hardware reusability, the
next mathematical expressions can be used:

Y(g) (¥)-1 a(i, 0)
W= el ]| @
vy = ba(i, 1)

if N = 4
ahb) =X@-i+j)+X@-(i+1)—1—))
ba(ij) = X(n-i+j) = X((n- i+ 1) —1-j) (3)

forj=0,1,...,5 — 1,X = [X(0),X(1),...,X(N — 1]
istheinputvector,and Y = [Y(0), Y(1),..., Y(N — 1)]
is N-point DCT of X. Cyis N-point integer DCT kernel
matrix of size N x N.

For N = 8, the additional expression can be con-
structed (4) using the property described in Equation
(1) that defines only the outputs that use the embedded
values in the transform kernel matrix:

YN/ bs (i, 0)

Y (3 I bs (i,
)= 3 (wnin]| @
vy | = bs (i, 3)

where My is defined as:
Mn(i,j) = CNQ2i+ 1,j), for0 < i,j < N/2—1 (5)

The same analogy as in Equation (4) can be used for
the sizes N = 16, 32 to define the new values in the
output vector. If the input matrix size N is considered
as the working mode in flexible HEVC DCT design,
this model shows how that design can efficiently reuse
hardware up to the bottom.

Accordingto (2) and (4), the DCT core functions can
be derived as follows:

a(l,0)
DCTk1 = Cy b;((II’IO)) forK =4 (6)
bs(1,1)
bk (1,0)
bk (1, 1)
DCTk = Mk . forK = 8,16,32
bx(I,K/2 —1)
(7)



Table 1. Unique values of MN/2 matrix.

Size (N) Unique values

4 83,36

8 89,75,50,18

16 90, 87,80, 70,57,43,25,9

32 90, 88, 85,82, 78,73,67,61,54,46,38,31,22,13,4

where K is the size of the DCT core, and possible values
of I are defined as follows:

1=o,...,<%)—1 (8)

The number of DCT core operations with specific
size K needed for the N-point transformation is defined
as follows:

N
G(K) = — 9
(K) =+ 9)
Then the total number of core transform operations
of all sizes needed for the N-point DCT when using this
model can be defined as the following expression.

)GV forN =4

T(N) =
™ GIN)+T(Y) forN=816,32

(10)

Equations (2) and (4) show how hardware can be
reused only in one direction as the DCT operations
with K > N are never used. The hardware designed
for the N-point transformation, the %, (N>M)
M-point transformation can be performed simultane-
ously instead of one

N-point. If the flexible design has T(N) cores, then
it can perform two N/2-point transformations. This
property of the model increases the hardware reusabil-
ity and gives the design ability to have a constant
throughput. The transform operation specified in the
HEVC standard can be described as the constant
matrix multiplication (CMM) problem, where one of
the operands has a constant value. Therefore, instead of
using fully featured multipliers in design, parallel Mul-
tiple Constant Multipliers (MCMs) can be utilized in
order to achieve a more performant architecture. The
MCM unit replaces the multiplication logic with the
add-shift tree structure, which can concurrently calcu-
late products of input with multiple predefined con-
stants. The unique constants values (see Table 1) are
derived from kernel matrix Myfor each size N.

Proposed architecture

We propose the hardware architecture design of the
32-point flexible DCT described in the model above.
The design consists of T(32) = 15 DCT cores described
in (6) and (7). The Equation (9) shows how many
cores with the specific size K are present in the
design. The design can perform as 32-point, or
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2 x 16-point, or 4 x 8-point or 8 x 4-point vector
transforms simultaneously and maintain the 32 pixels
per cycle throughput. When performing the N-point
transformation where N < 32, all DCTk jcores where
K > N are unused. Additionally, the architecture is sep-
arated, enabling the % M-point transforms (M < 32)
by reusing the DCTk rcores where K < M. The pre-
sented model enables wiring the inputs directly to the
transformation cores so the flexibility can be achieved
without multiplexing the inputs.

Figure 1 presents a high-level overview of the archi-
tecture where it is shown how the inputs are wired to the
DCT cores. The groups of cores are marked to depict
which part of the design is used for a specific transform
size mode. In the output adder units, the results are
formed using the outputs of the DCT cores as defined in
(2) and (4). The DCT cores are implemented according
to papers [16] and [17]. The architecture has a shorter
data path, but it exploits the symmetry properties of
the HEVC kernel matrix only at the DCT core level.
The results are scaled and multiplexed depending on
the mode selected.

Each of the transformation cores, as shown in Figure
2, consists of one partial butterfly adder, N/2 MCM
units, and output adders. The parameters in the figure
are K = 8,16,32, M = log2K, n = 16, and I is defined
in (8). The inputs are brought to the partial butterfly
unit, which generates the bx(i,j) coefficients according
to (3), where i is the ordinal number of the core (I), and j
is the ordinal input number of each core. The MCM and
the adder units implement the matrix product defined
in (7) with the size K. When K = 4, the butterfly unit
must also generate a(i,j) coefficients according to (2),
and the matrix product must be performed according
to (6).

The parallel MCM units are used instead of the reg-
ular multiplicators in order to reduce the calculation
time. Each MCMx unit has implemented the multipli-
cations with constants defined in Table 1 for the N = K.
In the proposed architecture; those units have minimal
depth size and minimal bit representation to increase
the operating frequency and reduce hardware usage. All
MCMk designs can be obtained from a multiplier block
generator for parallel MCM [24].

Implementation results

The design is synthesized and implemented using
the Vivado Design Suite for the device Virtex Ultra-
Scale + with speed grade 3. The bit-width is fixed
to 16 bits, which is enough to support all existing
HEVC profiles. The module is implemented in out-
of-context mode with a constrained clock. The imple-
mentation process was executed multiple times with
different settings until optimal results were achieved.
The maximum frequency and area utilization results
were obtained from post-implementation reports.
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Figure 2. Proposed transformation cores.
In Table 2, the implementation results are presented. ~ Table 2. Implementation results.
The achieved maximum output throughput of 4.90  fechnology Virtex UltraScale+
Gsps allows the design to support resolutions up to  Type 1D DCT
8192 x 4320@60fps. It shows that DCT FPGA designs Eiﬁgih 4/8/1166/32
can reach very high performance without using DSPs. ~ Max.F. [MHz] 153
. . Utilization 21,818 LUTs
If more performan.ce is needed, the d.€SIgI1 can also be Throughput [Gsps] 190
pipelined. Every pipeline stage requires higher hard- Latency[Clock Cycles] 1

ware allocation and increases the latency of the device.
The longest data path delay of the design is 6.54ns,
of which logic takes 2.16ns (33.022%) and routing
4.38ns (66.978%). Power estimation analysis shows
that the implementation consumes 4.17 W of total on-
chip power, of which 1.09 W is dynamic power. For
reference, the consumption of ASIC implementations
in other works is under 100 mW. This difference is
expected since the higher power consumption is one
of the main trade-offs between the reconfigurability of

FPGA and the efficiency of ASIC chips implementa-
tions.

Table 3 presents a comparison of performance with
other designs mentioned in this work. The other
designs are implemented as an ASIC device, which
has different characteristics than FPGA implementa-
tions. All designs are flexible and support all of the
sizes defined in the HEVC standard. The designs with
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Design Technology Type Throughput [Gsps] Latency [Clock Cycles]
Shen [12] SMIC0.13 um 2D IDCT 1.40 5
Park [16] TSMC 90 nm CMOS 1D DCT 1.50 3
Meher [17] TSMC 90 nm CMOS 1D DCT 2.99 3
Proposed Virtex UltraScale+ 1D DCT 4.90 1

pipelined structures can work on the higher operating
frequency but also has longer latency. Our proposed
architecture has a more parallel structure, which results
in higher throughput at a lower working frequency.
This suits well the FPGA devices in which dynamic
power consumption is significantly affected with higher
working frequency.

Conclusions

In this work, a flexible 1D DCT hardware architecture is
proposed. Design can support all TB sizes defined in the
HEVC standard. To minimize the data path delays, flex-
ibility is achieved without an input multiplexer, unlike
in other proposed works. Also, the needed additional
partial butterfly units are located on the output side.
The parallel structure of the design reduces the need
for higher working frequencies, which is suitable for
FPGA designs. The transformation operation is done
in a single stage to minimize the latency of the design
and optimize hardware usage. Four different reusable
transformation cores are designed using parallel MCM
units to reduce the calculation time. The design is
implemented on the Virtex UltraScale 4 device with
16-bit inputs. The implementation has hardware usage
0f 21,818 LUTs, and it can reach the maximal through-
put of 4.896 Gsps at the maximal working frequency of
153 MHz which is enough to support the video reso-
lutions up to 8192 x 4320@60fps. In comparison with
the other works, DCT FPGA implementation without
DSPs can reach the performance of the ASICs at the cost
of increased power consumption.
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