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ABSTRACT
Stock market movements, stocks, and exchange rates are the primary subjects and active
areas of research for analysts and researchers. The stock prices is being influenced by finan-
cial news, which has been demonstrated to be an important element in fluctuating stock
prices. Furthermore, previous research mostly evaluated shallow characteristics and ignored
functional relationships between words in a sentence. Many studies have attempted to anal-
yse the sentiment of investors’ reactions to corresponding news occurrences. In this paper,
we proposed a unique methodology for predicting the stock prices trend by using both
stock features and financial news. The proposed methodology is the hybrid Recurrent Neural-
Network (HyRNN) architecture. This design includes Bidirectional Long Short-Term Memory
(Bi-LSTM) on top of the Gated Recurrent Unit (GRU) and stacked Long Short-Term Memory
(sLSTM). The performance of HyRNN for forecasting stock price can be considerably improved
by mixing the sentiments of financial news with the features of stock as an input to the
model. In comparison to earlier statistical models, the suggested model increases the analysing
capability of GRU, LSTM, RNN, and proposed models independently. The findings of this
study shows the deep learning (DL) approach has high potential for predicting stock price
changes.
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1. Introduction

Forecasting the stock market is a crucial task in the
global stock market. Typically, forecasting the stock
market is involved accurately predicting both trend and
price of a stock in order to increase trading profits.
Because of the stock market’s non-linear and volatile
character, achieving a precise forecast of the stock
trend has proven to be a challenging process. People
who depend on the effective market hypothesis notion
[1] believe that based on historical stock data, future
stock prices can be predicted. Others who depend
on random hypotheses believe that future prices of
stock are unaffected by past stock data, henceforth no
valid stock features can be detected in historical stock
data to represent the stock features of future stock
sequences [2].

The forecast of all stocks price is a difficult subject in
finance, mathematics, and engineering. It has received
a lot of interest from both academics and business peo-
ple because of its financial gain. Most financial analysts
and investors have long been fascinated by stock price
forecasting. Nonetheless, since there are so many other
factors that can influence stock prices, determining the
ideal time to sell or buy has been a challenging task for
investors.

A novel approach for predicting the sell or buy indi-
cation to investors is proposed in the stock market
prediction analysis. Forecasting of the stock market
is accomplished using the proposed method, which
combines both stock-related data and news feeds.
Investors buy or sell their products based on the com-
bined outcome of Sensex points and sentence opin-
ion. These analytical models relate linear correlations
well but aren’t viable in forecasting the stock mar-
ket because of the non-linear nature of stock mar-
ket transactions. Many researchers have developed
more nonlinear models for forecasting stock market
using artificial neural networks (ANNs), genetic algo-
rithms, fuzzy–neural systems, evolutionary and/or par-
ticle swarm approaches since the emergence of artificial
intelligence [3–9].

Researchers found that news related to finance is
being influenced by gossip spread over social media
platforms, has contributed to increased stock market
volatility. Any system for forecasting the stock market
must take the sentiment of such news into account. It
is apparent that manually structuring such news emo-
tion for vibrant forecasting of stock market is unfeasi-
ble. As a result, media sentiment analysis and natural
language processing (NLP) algorithms are proposed
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to automatically align stock market indices and news
sentiment to improve stock market prediction accu-
racy [10]. Deep learning (DL), has many ANN layers,
which is shown some impressive outcomes in forecast-
ing stock market, both with and without the use of
news sentiment indicators [11–16]. The LSTM model
or LSTM’s hybridization appears to be the most promi-
nent deep-learning model for forecasting the stock
market [11,15]. The GRU model or its hybrid model
[15–20] is another prominent deep-learning model for
forecasting the stock market. In each new publica-
tion, both models appear to boast about their superior
performance. However, since these studies used dif-
ferent designs, assumptions, and implementations – as
well as performing with various stocks in differentia-
tions – difficult to establish a quantitative comparison
among the results of these two prominentmodels under
similar circumstances. Furthermore, due to variances
in study conditions, the results of several studies on
whether integrating the sentiments of financial news
in forecasting stock may result in improved perfor-
mance than without financial news sentiments, even
for the same model [21–24]. This research aims to
do two things: first, conduct a normalized comparison
of the RNN-LSTM and the GRU models’ stock fore-
casting performances against similar conditions, and
secondly, quantitatively assess the importance of inte-
grating sentiments of financial news in forecasting the
stockmarket versus just using stock features. To accom-
plish these objectives, we create a cooperative network
model that treats RNN-LSTM and GRU models with
similar inputs equally, which include relevant charac-
teristics from previous news sentiment scores and stock
data for the prediction of stock. The development of this
collaborative deep-learning architecture was done uti-
lizing existing tools or methods employed in research
works published previously by other authors to con-
firm an objective quantification. This eliminates any
potential bias induced by any unverified algorithm we
propose. Given the high diversification in evaluating
the level of stock market news sentiment demonstrated
by various sources in advanced nations, it is convincible
to use data on the stock market from a country where
news sources are trustworthy and available for a long
time to satisfy the goal.

The combination of several deep learning methods
can efficiently raise the potential of hybrid models. A
novel hybrid DLmodel is proposed in this study to esti-
mate the trends of varying stock prices. The following
is a list of the significant contributions of this work:

• To effectively forecast the varying prices of stock,
we introduce HyRNN, a unique hybrid model that
incorporates aGRU, LSTM,Bi-LSTM, alongwith the
optimum settings of hyper-parameter. The capac-
ity to effectively extract features and thereby learn
the forecast pattern of stock using both previous

and prospective data, together with combining GRU
units and stacked LSTM, offers an efficient method
of dealing with complicated data patterns.

• Sentiment lexicons based on VADER are used to
classify news articles either as negative, positive, or
neutral categories.

• For the prediction of stock, a new hybrid model has
been proposed which integrates sentiments score of
news and stock data. Based on this combination
utilization, the performance of prediction improves.

• The proposed forecast deep learning model sur-
passed other existing deep learning-based tech-
niques and it was efficient in predicting stockmarket
automatically, according to the findings.

The proposed forecast deep learning model sur-
passed other existing deep learning-based techniques
and it was efficient in predicting the stock market auto-
matically, according to the findings.

2. Related work

The research on stock prediction techniques is briefly
summarized in this section. It highlights stock predic-
tion strategies that solely consider numerical financial
stock data. The extraction of features from textual data
is then discussed. It includes a summary of algorithms
exclusively for the prediction that use both textual and
numerical in combination as inputs to make predic-
tions.

Stockmarket patterns are exceedingly volatile, which
makes forecasting difficult. Researchers are attracted
to examine sophisticated strategies for better predic-
tion because of the volatile nature of the market. Stock
market prediction trend with significantly high accu-
racy produces a lot of revenue. Technical analysis and
fundamentals are the two most used methods for pre-
dicting stock trends. The fundamental analysis cov-
ers not just the statistics of stock but also political
events, industry performance, and conditions of eco-
nomic while the technical analysis examines historical
data and stock price volumes, whereas [25,26]. Since
it considers the entire market, fundamental analysis
is more realistic. This survey emphasizes fundamental
analytical research, in which textual material is anal-
ysed alongside historical stock price data to forecast
stock trends.

For the prediction of stocks, input features are fed
into a machine-learning (ML) system. For stock trend
prediction, two types of ML approaches are been uti-
lized in the literature. Deep-learning (DL) is a substitute
for theML approach in which only a few composite lay-
ers, such as Support Vector Machine (SVM) and Artifi-
cial Neural Network (ANN), are used. Whilst DL tech-
niques such as Convolutional Neural Networks (CNN)
have many hidden layers.
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ManyDLmethods are used in the prediction of stock
in various stockmarkets throughout theworld in recent
years. Chen et al. [11] employed the LSTM model to
forecast the stock market of China. In this architec-
ture, a single layer of input follows numerous LSTM
layers and a dense-layer, and a single output-layer with
many neurons. Six alternative strategies were used to
predict stock prices using many stock variables such
as low price, open price, closing price, and open price.
The normalized features and SSE indices were found
to improve forecasting accuracy in this investigation.
In this analysis, the sentiment of financial news wasn’t
taken into account. Samarawickrama and Fernando
[14] used a simple recurrent neural network (SRNN),
multilayer perceptron (MLP), LSTM, and architectures
of GRU to forecast stock prices on the Colombo Stock
Exchange (CSE). Despite taking financial news senti-
ments into account, the research employed the closing,
low and high, price of the previous two days as input
variables. What’s more fascinating about the study’s
findings is that the MLP model outperformed the oth-
ers when it came to forecasting the closing price of the
next day. This result could be explained by the fact that
these models only analysed stock features from the pre-
vious two days, limiting the DL ability to monitor more
possible indications.

For stock price prediction, Althelaya et al. [12] ana-
lyzed the stacked LSTM (SLSTM) and bidirectional
LSTM (BLSTM) methods. In the learning process,
BLSTM utilized all input by using succeeding and
preceding input sequences. To conduct deep learning
in SLSTM, numerous layers of LSTM were stacked.
Consequently, the BLSTM method outperformed both
short-term and long-term stock forecasts, while the
SLSTMmodel outperformed for only short-term stock
price predictions. Yet, no financial sentiment was taken
into account in this study. Li et al. [15] used an LSTM
model with four layers and 30 nodes to forecast the
CSI300 index values using stock indicators and investor
sentiments. A naive Bayes classifier was used to anal-
yse investor sentiments. This model surpassed support
vector machine (SVM) approaches in terms of predic-
tion accuracy, according to this study. However, when
compared to the effectiveness of the LSTM method, it
ultimately failed when solely using stock indicators and
ignoring the sentiments of investors. Jiawei andMurata
[13] have used the LSTMmethod with a pre-processing
technique to lower the features of stock dimensions
and a sentiment analyzer to generate prediction trends
in financial stock to find the elements that influence
the prediction of stock market trends. The findings
revealed that “market sentiment”was a significant influ-
encing factor in the stock market, and that it may aid in
enhancing the accuracy of prediction. However, if only
the features of stock were utilized as input, it stopped
looking into the level of such influence.

Li. et al. [25] introduced an LSTMmethod for stock
trend prediction that included stock attributes with

the polarity of sentiment from financial news. When
compared to the baseline model, which consisted of
multiple-kernel learning (MKL) and SVM, our LSTM
model incorporating basic news sentiment performed
better. A comparison of the LSTM model’s perfor-
mancewhen only stock indicators were utilized as input
are being more beneficial in determining the impact of
news-sentiments on stock predictions. GRU is a deep-
learning architecture developed by Cho et al. [27] to
solve the difficulties of explosion and vanishing of gra-
dients in conventional RNNs when learning dependen-
cies in long-term. As a result, GRU-related methods,
including LSTM, are lately been employed for predic-
tion in financial investment, such as the prediction of
Bitcoin price [27]. The results revealed that the two
GRU models outperformed other models in terms of
prediction accuracy. It should be emphasized that the
goal of this study was to forecast trading signals for
stock indices utilizing the data of stock without tak-
ing financial news sentiments into account. Using stock
information from Yahoo Finance, Rahman et al. [16]
used the GRU method to forecast the prices of the
future stock market. The authors stated that the pro-
posed strategy accurately forecasted future prices. The
sentiment of financial news was obviously ignored, and
no comparative study for the performance of other
deep learning models was done in this study. Shakya
and Saud [17] used stock market variables taken from
the Indian Stock Exchangeto examine the efficacy of
two DL models: RNN-LSTM, and GRU in the predic-
tion of stock price. Among the models examined, GRU
proved to be themost efficient in the prediction of stock
price. In this analysis of stocks, the sentiment of finan-
cial news was not taken into account. Dang et al. [18]
introduced two-stream GRU methods that forecasted
S&P 500 index patterns and prices using sentiments of
financial news and stock attributes as inputs. The two-
different GRU model outperforms other deep learning
models, including LSTM and the original GRU, accord-
ing to the results. Due to the intricacy of the extended
GRU, scientists highlight that training the two-different
GRU model is consuming lot of time and demands a
lot of computer resources. The literature review reflects
the goals of this study as previously stated sessions,
namely, to conduct a normalized comparison of the
RNN-LSTM and the GRU methods for forecasting the
trends in the stock market under similar circumstances
with similar attributes and to quantitatively assess the
importance of joining the sentiments of financial news
in forecasting stock market along with the stock data
set.

3. Proposed predictionmodel

Figure 1 shows an outline of how the proposed idea
works and the paper’s approach. Stock features and
financial news are both collected and concatenated
before the time sequence generator, which nowuses our
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Figure 1. Process flow diagram of the proposed model.

suggested model HyRNN (Bi-LSTM, LSTM, and GRU)
to produce the final prediction output.

The proposed approach is divided into four stages,
as shown in Figure 2. (A) The retrieved content is
pre-processed in the pre-processing stage to eliminate
unnecessary data such as punctuation and stop words.
(B) The following stage is to label news articles depend-
ing on stock prices. (C) Using a lexicon-based method,
annotate the sentiments of news into negative, positive,
and neutral, categories in the third phase. Lexicon tok-
enizes the news items first, then assigns the scores of
sentiments to each individual word.After that, based on
the attribute settings, the sentiment score of each word
in an article is summed, and the article is classified into
either of three categories: neutral, positive, or negative.
(D) Finally, combinedGRU, LSTM, Bi-LSTM and RNN
networks are applied to the dataset of financial news,
and several scenarios are performed.

3.1. Data collection

Yahoo Finance was used to get the prices and volume
data. Headlines of financial news are retrieved from the
NASDAQ website for the textual data. For every stock,
we gather the information that is specific to each stock.
Based on the availability of financial news in the web-
site’s archive, each stock will contain two to three years
of financial data. All data instances have a date associ-
ated with them. Every day, there is only one instance of
price and volume, yet there are many news headlines
[28].

This information includes the company’s significant
key events, as well as daily stock prices for the same
period of time. Open, Low,High, Close,ModifiedClose
and Volume are the six parameters that make up daily

Figure 2. Pre-processing stages.

stock prices.We usedModifiedClose price as the every-
day stock price throughout the project for integrity.

3.2. Pre-processing

3.2.1. News articles
One of the most major roles in transforming unstruc-
tured data into a structural format is pre-processing
[29]. The role of this is to significantly improve the input
data quality hence the proposed models can recognize
better patterns in stokes and hence extract distinguish-
ing features. The news articles have both lower-case and
upper-case words, punctuation, and stop words, and
these significantly influence the capacity of the learning
model.

Several processes are included in the pre-processing
for this study, including removal of punctuation, con-
version of text case, elimination of numeric and null
values, and removal of stop words. Figure 1 illus-
trates the pre-processing procedures, with each step
explained briefly.

(1) Converting to Lowercase: The algorithm will con-
sider the occurrences of “effect” and “Effect” as
two (case sensitive) distinct words because prob-
abilistic ML algorithms are case sensitive. As a
result, the text of drug evaluations is transformed
to lower-case as the first phase of pre-processing.

(2) Removing Punctuation: Punctuations such as $ %
#)! # & (.,"’ are eliminated from the evaluations
in the second phase. Punctuation has been elimi-
nated from the input data since it is irrelevant to
the subject. Punctuation also makes it harder for
an algorithm to tell the difference among other
symbols and punctuation.
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(3) Eliminating Numeric and Null Values: In this
phase, both numeric and null values are elimi-
nated from the stock reviews. Since the digits aren’t
important while dealing with reviews or textual
data, the reviews are pre-processed to eliminate
them. The same is true for null values, which do
not improve the model’s performance. Further-
more, null values, like numeric values, have no
effect on the sentiment of the text under consid-
eration.

(4) Removing Stop words: Stop-words are deleted
from reviews after numeric and null values are
eliminated. It is one among the main role in pre-
processing since it eliminates the irrelevant data
from text analysis. Stop-words are words that the
model can’t predict since they have no meaning.

3.2.2. Daily stock prices
Stock prices retrieved daily from Yahoo-Finance were
aligned on the CSV-format, every row has six param-
eters open (opening-price), high (the highest price),
include-date (trading-date), close (closing-price), low
(lowest-price), adj. close (adjusted-closing), and vol-
ume. Unnecessary information was eliminated: “adj.
closes” is no longer required, so it was eliminated to
conserve system resources.

(1) Labelling of Document

The purpose of labelling is to categorize articles as pos-
itive, causing the price to rise, and negative, causing
the price to fall. We use two approaches (positive and
negative) to indicate the trend of stock prices in this
analysis.

A close-to-close return and open-to-close return are
called (overnight-return) and (daytime-return) respec-
tively are two ways of identifying news articles using
past stock values. The label of the article was deter-
mined using the open-to-close price returnmethod.We
selected open-to-close over close-to-close return since,
as stated [30], the records of the open-to-close are more
identical to the entire return of the similar stock, imply-
ing that the open-to-close return contributed more to
the total return.

Article_label = {Positive if Ki ≥ 0 Negative if Ki < 0

If Ki is > = to 0 then the article is considered as
+tive on that day and hence the price of the stock rise
while if Ki is <0 then the article label is −tive hence
the price of the stock will go down.

The closing and opening stock prices are retrieved
from the database for each article, and the Open-to-
Close return is calculated using the opening and open-
ing and closing values. The value of the return is then
utilized to categorize the news article as either good or
bad.

Table 1. Sentiment features.

Compound Negative Neutral Positive

−0.9982 0.235 0.724 0.041
−0.9858 0.191 0.721 0.089
−0.9715 0.128 0.816 0.056
−0.9809 0.146 0.788 0.066
−0.9882 0.189 0.717 0.094
−0.9892 0.177 0.753 0.07
−0.9938 0.224 0.719 0.056
−0.9974 0.247 0.716 0.037
−0.9913 0.182 0.758 0.06
−0.9966 0.218 0.717 0.065
−0.976 0.145 0.778 0.078
−0.9979 0.274 0.701 0.024
−0.9913 0.222 0.712 0.066
−0.9921 0.181 0.771 0.048
−0.9153 0.15 0.737 0.113
−0.9575 0.134 0.789 0.076
−0.9971 0.241 0.706 0.052
−0.9866 0.162 0.779 0.059
−0.9893 0.187 0.724 0.089

3.3. Lexicon-basedmethod

The lexicon technique contains sentiment-related lexi-
cons, the objective of this technique is to classify words
in an article as neutral, positive, or negative [31]. By
analyzing the polarity of sentiment-bearing words in an
article, the polarity of the text is determined, which is
the fundamental principle of classification for lexicon-
based sentiment analysis.

A lexicon with word polarity values is known as a
sentiment lexicon. In the lexicon, words or groups of
phrases are identified with their matching sentiment
polarity score. (word, score of sentiment polarity) is
how the sentiment lexical database’s tuples are repre-
sented. In a lexicon-driven approach, every lexicon has
a polarity value that ranges from negative, neutral, or
positive. This range is being used to categorize the text
that is being reviewed. The polarity range can be stated
as follows:

Kp = [ps, nts, ns] (1)

where, Kp = range of polarity-score, ps = +tive score,
ns = −tive score, nts = neutral-score.

A value of threshold within the sentiment lexicon’s
polarity range is set for the classification of sentiment
scores as negative, positive, or neutral. One of the lexi-
cons used in this research is VADER (Table 1).

VADER is considered as a gold-standard for sentiment-
lexicon in the English language that was introduced
in 2014. It’s a valence-based paradigm with a human-
centred perspective. To enhance sentiment analysis,
the combination of empirical validation by human
raters with qualitative approaches [32] is employed. The
authors in the reference [32] employed VADER in their
analysis and concluded that its efficiency is comparable
to human raters. VADER is determined by the valence
score of the word in the dictionary. The valence score
is in the range of Kp = [+4.0, −4.0], where, −4 indi-
cates negative sentiment while +4.0 indicates positive
sentiment. The VADER library offers a big corpus with
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around 7,517 words bearing sentiment to analyse the
sentiment polarity of a text. It includes slang words, as
well as acronyms and their valence scores [30]. When
utilizing theVADER sentiment lexicon to analyse a text,
the result tuple looks like this: sentiment (compound,
neu, neg, pos,). Negative, neutral, and positive rates
are represented by neg, neu, and pos, correspondingly,
whereas compound is a normalized aggregate score of
all ratings. Kp = [+1.0, 1.0], where +1.0 represents a
most+tive sentiment and 1.0 represents themost−tive
emotion.

The data is categorized based on the percent of the
sentence that has a neutral, negative, or positive senti-
ment, and then a compound score is generated for the
sentence based on its normalized aggregate. Every sen-
timent score of news headlines is tallied and condensed
so that it is used to assess the market sentiment of the
corresponding stock.

3.4. Deep learning process

The proposed technique is ready for modelling after
determining sentiment ratings. Then, six distinct DL
models, RNN+ LSTM+GRU, RNN+GRU, RNN+
LSTM, GRU, LSTM, RNN are modelled using senti-
ment scores and stock prices as input feed to the DL
approach. The deep learning model with the highest
classification results is selected to forecast the trends of
the Stock Exchange based on all these steps.

3.4.1. RNN
RNN is a form of ANN architecture that is specifically
tailored to process sequential data (time-series). RNNs
have a feedback loop and can analyze the variable-
length of input sequences by employing internal-state.
In such a case, n−1 (the output of step) is given into the
model to influence the result of step n, and so on for
every succeeding step. Figure 2 shows an RNN model
with a hidden-layer and a spread-out shape, where Xt
is the input data, Ht is the hidden-state (HS), and Yt
represents the outcome of the RNN model [33].

Figure 3 shows how the RNN’s hidden state Ht is
affected by precedingHS values as well as theoutput of
current–time step. The following formula can be used
to get Ht :

Ht = ∝H(UXt + UHt + WHt + bH) (2)

Based on the Htatt, the output-state Yt for the input Xt
can be determined as follows:

Yt = ∝Y(VHt + bY) (3)

The non-linear activation function, such as the sig-
moid function, tanh, or, ReLU is represented by αHand
αY. The parameter matrices and vectors are U, V, W,
and b, correspondingly. Unlike most deep neural net-
works, RNN uses the same set of attributes, vectors,

and matrices throughout the whole process. It consid-
erably reduces the number of parameters that RNN use
to learn.

3.4.2. Long short-termmemory
Due to the backpropagation approach over time, short-
term memory and vanishing gradient issues are the
most common in RNN. This problem can be solved by
employing a special type of RNN termed LSTM. It also
capable of learning long-term dependence. Figure 4
depicts an LSTM cell in its entirety. The forget gate, out-
put gate, and input gate are the three gates of an LSTM
cell. Each gate has a sigmoid-activation function that
functions as a filter, determining which data to preserve
and which to discard. Apart from the gates, the LSTM
contains the following elements [33]:

• At time step t, Xt is the input data.
• Ht-1 (HS) from the earlier time-step or at time step

t-1. In LSTM, it functions as short-term memory.
• The cell state at t-1 (time step) is Ct-1. In the LSTM,

it functions as long-term memory. At LSTM, it is
revised at two sites.

• σ = activation-function.
• The tanh produces output in the range of 1 to−1.
• The ft (sigmoid function outcome) determines

whether it should forget or remember the preceding
step memory Ct-1.

• The input sigmoid gate’s output determines what
new input data should be added to the cell state.

• The c ∼ t (cell state) as the outcome of applying
tanh to the non-linear transformation of the external
input data Xt.

• The sigmoid-activation of the vector formed by the
point-wise addition of the previous HS Ht-1 and
external input Xt yields ot. It regulates how much of
the new cell state data is sent to the hidden state Ht
and output Ht.

• Next cell-state = Ct.
• Ht as LSTM cell’s output and
• Next HS is indicated as Ht.

A LSTM cell are updated in the internal-gate with each
new external input data Xt . [34]:

ft = σ(Wf [Ht−1,Xt]+ bf (4)

it = σ(Wi[Ht−1,Xt]+ bi (5)

ot = σ(Wo[Ht−1,Xt]+ bo (6)

c̃t = tanh(Wc[Ht−1,Xt]+ bc (7)

Eventually, using the findings of cell state and
internal-gates of candidate, LSTM modifies the output
Ht and next cell state Ct as follows:

Ct = ft ⊗ Ct−1 ⊕ it ⊗ ct (8)

Ht = ot ⊗ tanh(Ct) (9)
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Figure 3. Unfold architecture of RNN [34].

Figure 4. Architecture of an LSTM cell [35].

Three LSTM units were utilized in our proposed
framework.64 memory units were chosen for two (left
side of the GRU) and 50 for the last LSTM units (right
side of the GRU) after considerable tuning.

3.4.3. Gated recurrent unit
GRU is amore refined form of RNN that includes a gat-
ing mechanism. It can avoid the problem of vanishing
gradient that occurs with standard RNNs. It’s similar to
LSTM, however, it has fewer training attributes. Hence,
it outperforms LSTM in terms of speed and memory
usage. It reveals all of the hidden states with no con-
trol. GRU is a better form of RNN with a short series of
input-data. The GRU unit’s architecture is depicted in
Figure 5.

In comparison to LSTM, GRU features two gates: a
reset gate and an update gate. The forget-gate and the
LSTM input-gate are combined in the update-gate. It
aids the model in analyzing howmuch data from previ-
ous time steps may be carried forward. The reset-gate,

on the other hand, determines howmuch previous data
can be deleted. In addition, GRU eliminates the cell-
state from the LSTM and transfers data across the con-
cealed state. The GRU architectural unit’s components
are as follows:

• At t (time step), Xt is the external-input data. Ht−1
is the HS at preceding time-step t−1.

• The reset-gate vector (rt), determines the amount
of previous information to forget after point-wise
multiplication with Ht-1.

• The output (zt) of the update gate sigmoid func-
tion, which decides howmuch information from the
previous hidden-layer will be passed on to the next
hidden level.

• ht is an activation vector that employs the reset-
gate vector rt to keep track of previous relevant
data.

• At time step t, Yt is the output for the input data Xt.
• The next HS value is Ht, which is identical to Yt.
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Figure 5. GRU cell architecture [29].

For every new input-data at time t, the subsequent
updates are made to candidate activation vector and
each internal-gate in a GRU cell [35]:

zt = σ(WzXt + UzHt−1 + bz) (10)

rt = σ(WrXr + UrHr−1 + br) (11)

ĥt = tanh(WhXt + Uh(rt ⊗ ht−1)+ bh) (12)

Update of the update-gate vector yields the final
output of the GRU cell unit as well as the following
hidden-layer. This is the updated final output.

Ht = zt ⊗ ĥt + (1− zt ⊗Ht−1) (13)

A GRU layer is integrated between LSTM layers in
our proposed method, as shown in Figure 1. After ade-
quate tuning, the output neuron layer of GRU unit is
selected. The number of units is set at 64.

3.4.4. Bidirectional long short-termmemory
Bi-LSTM is a distinctive RNN variation that com-
bines two LSTM layers. In such a case, one LSTM unit
analyzes inputs toward forwarding direction while the
other unit analyzes inputs backward. It’s an evolution of
conventional LSTM, which keeps records of both previ-
ous and future data. Hence, the amount of information
available to the network has increased significantly. The
schematic diagramof the Bi-LSTMnetwork is shown in
Figure 6.

At t (time step), the forward-layer LSTM inBi-LSTM
consider Xt as the input-data sequence and the previous
HS value �ht−1. The current HS value �ht is then calcu-
lated. The HS is updated using the internal equation as

below:

�ft = σ( �Wf [�ht−1, �Xt]+ �bf ) (14)

�it = σ( �Wi[�ht−1, �Xt]+ �bi) (15)

�ot = σ( �Wo[�ht−1, �Xt]+ �bo) (16)
−→̃
c t = σ( �Wc[�ht−1, �Xt]+ �bc) (17)

�Ct = �ft ⊗ �Ct−1 ⊕−→i t ⊗
−→̃
c t (18)

−→
h t = �o t ⊗ tanh(�Ct) (19)

The internal operation of the forward LSTM unit in its
current-state is ��LSTM. In Bi-LSTM, the backward-
layer modifies its value of HS as h←t by considering
the future HS value h←t+1 and the current input data
sequence Xt. The following is a list of all internal mod-
ifications that occur within a backward-layer:

In a summary, the equation for the backward LSTM
layer’s hidden state output is as follows:

f←t = σ
(
W←f

[
h←t+1,X

←
t
]+ b←f

)
(20)

i←t = σ
(
W←i

[
h←t+1,X

←
t
]+ b←i

)
(21)

o←t = σ
(
W←o

[−→
h
←
t+1,Xt

]
+ b←o

)
(22)

c̃←t = σ
(
W←c

[
h←t+1,X

←
t
]+ b←c

)
(23)

C←t = f←t ⊗ C←t+1 ⊕ i←t ⊗ c̃←t (24)

h←t = o←t ⊗ tanh
(
C←t

)
(25)

Here, �← reflects the backward LSTM layer’s entire
internal functioning [33]. The hidden state’s final
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Figure 6. Architecture of bi-LSTM [34].

output incorporates the hidden state of a Bi-LSTM net-
work’s backward and forward layers, as well as an acti-
vation function. Hence the influence of current and
succeeding data may be tracked back to a Bi-LSTM
network’s output.

4. Proposed hybrid RNNmodel

The output of the input-layer is then sent into a 128-
hidden-memory-unit Bi-LSTM layer that combines
backward and forward propagation. The Bi-LSTM out-
put is then routed via two LSTMand aGRU layer. There
are 64 hidden-memory units in each layer. The output
is then be fed into a 50-hidden memory unit LSTM
layer. Eventually, the output is transmitted through a
single-layer fully-connected neural network. Bi-LSTM
updates the HS in two directions using both backward
and forward information. In comparison to Bi-LSTM,
both GRU and LSTM are two distinct forms of RNN
with fewer parameters.

LSTM outperforms other deep learning networks
in larger datasets, while GRU outperforms other deep
learning networks in minimum datasets; An optimum
outcome is obtained by using a balanced combo of both
RNN and finely tuned hyper-parameters (Figure 7).

4.1. Model assessmentmetrices

Various metrics are used to evaluate the daily stock
price and trend projection. The prediction error ismea-
sured using the root mean square error (RMSE) and
MAE, while the quality of matches between the actual
and expected values is measured using the coefficient
of determination (R2).With directional accuracy (DA),
the accuracy of a prediction trend is evaluated. It uses
formula to compare the predicted stock price to the
actual price to determine the accuracy of stock trend
predictions. The following is a list of all the measures.

RMSE =
√√√√( 1

N

N∑
d=1

(ad − pd)

)
(26)

MAE = 1
2

N∑
d=1
|ad − pd| (27)

DA = 1
N

N∑
d=1

Dd,Dd = {1, (ad+1 − ad)

× (pd+1 − ad)0, otherwise (28)

R2 = 1−
∑N

d=1 (ad − pd)2∑N
d=1 (ad − a)2

(29)

where a = 1
N

N∑
d=1

ad; pd is the predicted price and ad is

the actual price of stock at day d.

5. Experimental result

The analysis of results is classified into four sub-
sections. They outline the training dataset, briefly
describe the assessment criteria, and show the com-
prehensive experimental results of the proposed DL
model, hence the performance of the proposed deep
learning model is compared to that of other models.
This also establishes the comparison of all the models’
performance with only stock features, only sentimental
features, and combined stock and sentimental features.

5.1. Dataset description

Two categories of data were used to predict stock price.
The first category is the data set of stock price; the sec-
ond category is the data set of news article. The stock
price and new article data fromMarch 2013 to Novem-
ber 2019 can be collected. The data’s of Dow Jones
Industrial Average is obtained from Yahoo Finance.

5.2. Hybrid-RNN description

Table 2 shows a summary of the proposed hybrid
model. “WS” represents Window Size. In this study, we
use a grid search strategy to take window sizes of 30
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Figure 7. The proposed hybrid models.

Table 2. The proposed model is summarized below.

Layers Output shape Parameters

Bi-LSTM (None,WS,128) 65668
LSTM (None,WS,64) 49028
LSTM (None,WS,64) 32824
GRU (None,WS,64) 24580
LSTM (None,50) 22620
Dense (None,WS,1) 47
Total trainable parameters 194720

Table 3. Proposed hybrid model and its hyper-parameters.

Hyper-parameters Values

Size of window [30,60]
Size of batch 64
Hidden B-LSTM Layer neurons 128
1st layer neurons-hidden 64
2nd LSTM layers neurons-hidden 64
GRU Layer neurons 64
last LSTM layer neurons-hiddenrate of learning 46
Rate of learning 0.0001
Iteration 100
1st MEDR, β1 0.9
2ND MEDR, β2 0.999
Numerical stability ε 107

and 60 respectively. The fully-connected deep learn-
ing neural network is represented by the “Dense” layer.
The proposed hybridmodel has a total of 196,875 train-
ing parameters. The hyper-parameters employed in the
proposed hybrid model are mentioned in Table 3. Each
RNN unit in the proposed model has its batch size,
kernel size, size convolution filter, and output neuron
layer calibrated using the error method and a rigor-
ous trial. The learning rate,Moment Exponential Decay
Rate (MEDR) β1, β2, and ε of the Adam optimizer
were adjusted based on [36]. Each model is iterated 100
times.

5.3. Experimental setup

To keep the comparisons consistent, both RNN-LSTM
and GRU must have a similar activation function, no.
layers, and inputs in the experimental. Every model

consists of a single input layer, a GRU/ LSTM/ Bi-LSTM
layer, a dropout layer, and ultimately a dense output
layer. The no. of memory units in the input layer is the
same as the no. of input features. There are 64 memory
units in the RNN-LSTM/GRU layers and 128 memory
units in the Bi-LSTMmodel. The hyperbolic tangent is
the activation function utilized in each RNN-BiLSTM-
LSTM/GRU layer. Table 2 contains the complete list of
attributes used in these models. The earlier stopping
strategy is used in these models to avoid overfitting
and underfitting of training samples due to excessive
or few epochs. Early stopping is a technique that per-
mits defining a high no. training epochs and then end
training when the performance of the model on the
validating dataset stops advancing.

There are 3 subsets of the total data: training set, vali-
dation set, and test sets as demonstrated inTable 3.Dur-
ing the training phase, the validation data set is utilized
to verify the loss function (LF) value for the respective
epoch. The LF MAE is utilized in the method. At the
end of each period, the MAE is calculated. After a spe-
cific number of epoch delays, the process of training is
terminated if no further gain or change in the value of
LF. The first indication of no further improvements isn’t
the ideal time to end the process of training since this
model reaches a standstill or even deteriorates some-
what before improving. To cater this, a trigger delay in
terms of the no. of epochs with no improvements is
specified.

6. Results of experiment and discussion

Several typically used neural-networks were chosen as
comparison models to test the stability and perfor-
mance of the hybrid RNN model, including the GRU,
LSTM, Bi-LSTM, and RNN models. The datasets for
training were used to learn the attributes of the hybrid
RNN, GRU, LSTM, and RNN models, and the datasets
for testing were provided to the four prediction mod-
els. The loss value of the loss function is one approach
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Figure 8. Losses of Neural networks on the training-set for 500 iterations. (a) RNN. (b) LSTM. (c) GRU. (d) Proposed Hybrid RNN.

to determine if a prediction model has been properly
learned and trained. The cross-entropy function, which
measures the distance between two probability distri-
butions, was chosen as the loss function. The close the
two probability distributions are, the lower the cross-
entropy. The cross-entropy formula is:

Loss = −
m∑
i=1

zilogz
′
i , (30)

z′i is the predicted value and zi is the actual value, cor-
respondingly, and the size of the training samples is
indicated by m. The forecasting model fits the training
set better if the value of the loss is next to zero. Figure 8
depicts the loss value of the four-layer forecastmethods.

Figure 8 shows that the RNN,GRU, and hybrid RNN
models converge quickly, with loss values less than 0.1
after 200 iterations, whereas the LSTM model’s loss
value is around 0.2 after 200 iterations, withminor vari-
ations. After 500 iterations, all these techniques acquire
a very minimal loss-value, indicating that they can
effectively learn the training-set and the performance of
the model was well on the testing set. The loss value fell
relatively slowly after training the training set for more
than 500 iterations. On the test set, all thesemodels per-
form well, but they cannot forecast well on the training
dataset if the iteration times are increased further. Since
themodels were clearly overfitted, the iteration times in
this test were set at 500 times.

The proposed hybrid model and RNN-LSTM and
GRUmethods are run formany look-backswith epoch-
100 and having a 32-batch size. There are two input

Table 4. Data distribution for training and testing.

Data Dates(mm/yyyy) Samples

Total data 03/2012 to 11/2019 1991
Training 03/2012 to 05/2016 1186
Validation 06/2012 to 09/2016 292
Test data 10/2017 to 11/2019 513

Table 5. Summary of results of SETI.

Evaluation RNN RNN-LSTM RNN-GRU HyRNN
metrics (data) (data) (data) (data)

MAE 48.47 17.689 15.726 14.622
RMSE 52.933 23.070 20.752 19.512
R2 0.867 0.979 0.981 0.984
DA 0.58 0.60 0.65 0.68

Table 6. SETII results summary.

Evaluation RNN RNN-LSTM RNN-GRU HyRNN
metrics (data+ news) (data+ news) (data+ news) (data+ news)

MAE 46.17 15.489 14.321 13.102
RMSE 49.824 21.870 19.152 18.142
R2 0.871 0.981 0.983 0.987
DA 0.60 0.63 0.67 0.70

sets in this experiment. Set I solely utilize historical
attributes of stocks, whereas Set II includes attributes of
historical stock as well as sentiment scores of news. As
these inputs are separately utilized to train the proposed
hybrid model and RNN-LSTM and the GRU. Various
values of look-back are used in the studies. Table 4
contains the comprehensive statistical figures for SETI.
Table 5 contains the comprehensive statistical figures
for SETII (Table 6).
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Figure 9. From 09/2017 to 11/2019, the following is the actual and expected price: (a) RNN-GRU-Stock; (b) Hybrid RNN-Stock.

The hybrid RNN model with combined data and
news sentiment outperforms on all indicators. If the
news emotion isn’t taken into account, the order for
hybrid RNN and RNN-LSTM and GRU is almost com-
pletely reversed. To put it another way, financial news
perceptions have a significant impact on stock market
forecasting. Since the distinction in DA between the
models is smaller, all models can accurately forecast the
trend in the stock.

6.1. Discussion

The goal of this work is to undertake a normalized
comparison of the RNN-GRU and proposed hybrid
RNNmodels’ forecasting of stockmarket performances
under the similar conditions, and to quantitativelyanal-
yse the importance of including sentiments of financial
news in forecasting stock market versus using simply
stock attributes. As a result, our findings are sufficient
for us to meet the study’s objectives. Our discussion is

centred on the challenges that arise as a result of these
planned objectives.

(A) Performances of RNN-GRU and proposed hybrid
RNN Using Only Stock Features

The proposed hybrid RNN outperforms RNN-GRU
in stock price prediction. Results indicate that the per-
formance of RNN-GRU and proposed hybrid RNN
are significantly diverse under identical settings using
MAE as the metric, and the performance of the pro-
posed hybrid RNN is better with 14.62 MAE compared
to 15.7 for RNN-GRU (Table 5). Thus, appears to sup-
port the result given in [17]. However, after examining
the value on the test plots, in Figure 8, it appears that
RNN-GRU performed well than the proposed hybrid
RNN for the majority of the time, with the exception
of April to September 2019. It appears that the MAE’s
overall average mischaracterizes the complete forecast-
ing scenario to some extent. With solely stock market
features as input, it is more logical to conclude that both
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Figure 10. From 09/2017 to 11/2019, the following is the actual and expected price: (a) RNN-GRU- Stock+ news; (b) Hybrid RNN-
Stock+ news

RNN-GRUandproposed hybridRNNare contextual in
forecasting stock. This finding appears to be in line with
the findings of [8].

(B) Performances of RNN-GRU and proposed hybrid
RNN with combined Stock Features and Financial
News Sentiments

Our findings and prior studies show that combin-
ing sentiments of financial news with stock attributes
as an input improves the performance of both RNN-
GRU and proposed hybrid RNN in forecasting stock
significantly Another viewpoint is that without taking
financial news sentiments into account, both the RNN-
GRU and the proposed hybrid RNN are situational in
stock predictions. The following section will examine if
both RNN-GRU and the proposed hybrid RNN are still
contextual in forecasting stock when both stock market
attributes and financial news sentiments are employed
as inputs. The results demonstrate the performance
of the RNN-GRU and the proposed hybrid RNN are

significantly diverse (p = 0.001) under the same set-
tings with MAE as the metric, and the proposed hybrid
RNNmethod has improved results with anMAEof 13.1
compared to an MAE of 14.3 for the RNN-GRUmodel
(Table 4). The coefficient of determination (R2) among
the hybrid RNN method (0.987) and the RNN-GRU
(0.983).

When comparing the test plots of RNN-LSTM and
proposed hybrid RNN methods in Figure 9, hybrid
RNN seems to have outperformed the proposed RNN-
GRU over the whole period. This means that the pro-
posed cooperative deep-learning framework be devel-
oped as an efficient model to provide the best feasible
forecasts.

7. Conclusion

Many investors and researchers are interested in the
topic of the prediction of stock trends using deep learn-
ing since the accuracy of enhanced prediction will
almost certainly result in huge profits. We proposed a
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stock prediction system in this study to assist investors
in trading the stock market. To address these, RNN
based hybrid model called HYRNN is proposed. This
proposed model combines GRU units, LSTM, and Bi-
LSTM to implement a deep learning method by com-
bining the financial news sentiments data with the fea-
tures of stock as the input. GRU, LSTM, and RNN DL
models are also trained with a similar set of datasets to
evaluate and compare the performance and efficiency of
our model. The analysis of results significantly specifies
that the proposedmodel fortified with the combination
of stock features and sentiment of news surpassed the
other compared deep learning models.
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