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ABSTRACT
Optimizing testing power is a paramount concern in modern digital circuit design, particularly
as the intricacy of circuits continues to rise. This issue becomes even more pronounced with the
scaling down of feature sizes due to advancements in process technology. The increase in test-
ing power dissipation, beyond the regular operational state, raises red flags for both designers
and test engineers. This paper introduces a novel cluster-based approach, shedding light on the
efficient reordering of test vectors to mitigate the heightened switching activity. This technique
aims to reduce the power consumption during testing, while still ensuring efficient error detec-
tion,maintaining the test period, andpreserving theoriginal order of the scan chain. Importantly,
this reordering method does not introduce any additional area or test time overhead, minimiz-
ing the risks associatedwith these factors. The potential impact of this approach is demonstrated
through concrete examples drawn from ISCAS’89 benchmark circuits. The results showcase a
notable 11% reduction in switching activity, all while preserving fault coverage levels.
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Introduction

In the dynamic realm of modern VLSI circuits, the
complexity surge presents an array of challenges, with
power dissipation during testing topping the list. The
phenomenon of amplified switching activity during
VLSI circuit testing, compared to regular operations,
sets the stage for a critical conundrum. As capacitive
loads charge and discharge, power dissipation balloons,
with the magnitude of activity determine the extent
of the increase. Moreover, the testing phase introduces
another concern: abrupt power surges that can poten-
tially disrupt the testing process and jeopardize the
integrity of the circuit under test (CUT). Excessive
power dissipation, particularly during the capture cycle
of the scan chain, raises a binary dilemma – under-
testing or over-testing – both undermining the quality
of outcomes leading to yield loss [1]. The necessity of
skilfully managing power dissipation during CUT test-
ing is thus undeniable. In the realm of modern digital
circuit design, the optimization of testing power has
become pivotal, especially as the scale of circuits con-
tinues to escalate. This study addresses the challenge
of reducing power consumption during testing without
compromising error rates and the integrity of the scan
chain order.

To tackle the issue of managing test power, vari-
ous methods are projected in the existing works. The
more switching action in circuit logic elements is pri-
marily caused by the repeated toggling of scan cells [2],

triggered by input test vectors and their related scan-out
responses. This activity is mainly attributed to consec-
utive complementary bits within the scan cells. As the
activity propagates via the combinational circuit, there
is a significant increase in dynamic power dissipation.
One approach to mitigate this issue is to reorder the
scan cells. However, this results in considerable increase
of routing hardware and computation time, particularly
as the complexity of the CUT increases [3].

Another approach to minimize test power is by
inserting inverters linking scan cells, which helps in
minimizing switching movement throughout the scan
shift operation. However, this introduces additional
area and cost overhead over other technique for reduc-
ing test power is modifying the scanning method by
incorporating extra logic gates. On the other hand, the
scan chain can be divided into numerous sub-chains.
Although this approach can be effective, it requires
extra complex control circuit with additional I/O pins.
Examining every bit of the configuration informa-
tion requires additional test clock cycles. Furthermore,
test vectors reorder themselves to minimize switching
activity during test mode without altering the scan con-
figuration. However, this technique is susceptible to
increased computation time due to the growing com-
plexity of the CUT [15–18].

Scan chains work by incorporating additional scan
flip-flops into the circuit design. These scan flip-flops
are connected in a chain, with each flip-flop connected
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to the next using a scan enable signal. During normal
operation, the scan enable signal is deactivated, and
the scan flip-flops pass the data through without any
interference. However, during the testing process, the
scan enable signal is activated, causing the scan flip-
flops to hold and observe the current state of the circuit.
This allows each flip-flop in the chain to be examined
individually, making it easier to detect any manufac-
turing defects or errors in the combinational logic. By
incorporating scan chains diagnosis principle into the
design, engineers can easily apply test patterns and
observe the behaviour and output of each flip-flop in
the digital circuit. This simplifies the testing process and
helps to identify any faults that may be present. Scan
chain reordering is an important optimization tech-
nique that involves rearranging the order of flip-flops
in the scan chain based on their physical placement in
the design.

This paper presents a novel approach to determine
the overall switchingmovement, which specifically cor-
relates with the actual power dissipation of the circuit.
To achieve a maximum defect coverage value for the
circuit being tested, ATPG tools like ATALANTA are
employed to generate test vectors. These test vectors
are then reordered using Kruskal’s algorithm.However,
as the complexity of the circuit increases, computing
the order becomes more challenging with Kruskal’s
algorithm. To address this, the entire set of test vec-
tors is divided into smaller clusters, enabling easier
reordering of the test vectors within each cluster. To
get the final test vector order, the clusters rearrange
themselves via the similar process. This study presents a
novel approach utilizing Kruskal’s algorithm to reorder
test vectors at the cluster level. The primary contribu-
tion lies in achieving substantial reduction in power
consumption during testing. By focusing on the rear-
rangement of test vectors, this approach ensures that the
critical balance between power reduction and accurate
fault detection is maintained.

The proposed approach offers practitioners the flex-
ibility to navigate the trade-off between computation
time and test power savings. By adjusting the num-
ber of sub-clusters, the study empowers users to tailor
their strategy based on project-specific time constraints
and power-saving objectives. This dynamic adapt-
ability contributes to the practicality of the method-
ology and its potential integration into real-world
scenarios.

In summary, the proposed work suggests a novel
method to reorder the test vectors at the cluster level,
effectively reducing test power while keeping the scan
chain architecture unchanged. This approachmaintains
high error detection, test period, and the order of the
scan chain, eliminating the risk of area overhead or test
time overhead.

MST in Kruskal’s algorithm

The minimum spanning tree (MST) size is the num-
ber of edges in the tree that connects all vertices of a
graph with the minimum possible total edge weight. In
the context ofKruskal’s algorithm, theMST size is equal
to the number of vertices minus one. For instance, cir-
cuit “s5378” has 257 test vectors. Therefore, the MST
size for this circuit would be 257.

Kruskal’s algorithm avoids cycles by employing the
concept of a disjoint set data structure, often imple-
mented using techniques like Union-Find. This data
structure keeps track of connected components within
the graph. When Kruskal’s algorithm considers an
edge, it checks if the vertices of that edge belong to
different connected components. If they do, the edge
is added to the MST. If they belong to the same con-
nected component, adding the edge would create a
cycle, which is undesirable.Hence, the algorithm avoids
adding such edges to prevent cycles in the MST.

Here’s a high-level overview of how Kruskal’s
algorithm is implemented:

Initialization: Sort all the edges of the graph in non-
decreasing order of their weights.

Disjoint Set Initialization: Create a disjoint set for
each vertex. Each vertex initially belongs to its own set.

Main Loop: Iterate through the sorted edges. For
each edge:

Check if adding the edge would create a cycle. This is
done by checking if the two vertices of the edge belong
to the same set in the disjoint set data structure. If the
vertices are not in the same set, add the edge to the
MST. This means joining the sets of the two vertices by
performing a union operation in the disjoint set data
structure.

Termination: Continue this process until you have
added (V – 1) edges to theMST, where V is the number
of vertices.

Output: The final set of edges in the MST repre-
sents the optimal sequence or arrangement based on the
algorithm’s criteria (such as minimal edge weights). In
this proposedwork, we havemultiple circuits withmul-
tiple input nodes and logic gates which have been anal-
ysed with the MST in Kruskal’s algorithm to further
enhance the accuracy of the system.

Power consumptionmeasurement using
switching activity

Power consumption in a circuit is predominantly influ-
enced by the switching activity of the scan cells, as
it involves the discharging and charging of capac-
itive loads. Consequently, as the fan-out increases,
power dissipation also escalates ultimately. The switch-
ing activity can be computed using Hamming distance
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Figure 1. Hamming distance calculation.

as shown in Figure 1, total transition is reduced to 6
from 10 by suitably reordering it [6–8].

Figure 1 demonstrates the reduction in switching
transitions achieved by reordering the test patterns. By
optimizing the order of test patterns, the Hamming
distances are minimized, resulting in fewer transitions
during testing. This leads to a reduction in power con-
sumption, as fewer transitions mean less charging and
discharging of capacitive loads, which is a significant
contributor to power dissipation in digital circuits.

In static CMOS gates, dynamic switching power typ-
ically surpasses leakage power and crossbar power by
a considerable margin. Therefore, by multiplying the
switching activity at a specific node of the circuit under
test (CUT) by its corresponding fan-out, a more accu-
rate estimate of the total power dissipation can be
obtained [9,10].

The primary objective tomitigate the adverse impact
of switching activity during testing, is intricately linked
to power consumption. The proposed approach is
meticulously designed to yield a twofold benefit – low-
ering power dissipation while concurrently upholding
the standard of test quality. This research contribution
holds substantial implications within the larger picture
of energy and power modelling. By providing a tan-
gible and innovative technique for optimizing power
consumption during the testing phase, this research
addresses a critical concern in the field of digital circuit
design. This not only underscores the relevance of this
research but also positions it as a pragmatic solution
that holds potential to substantially enhance overall
circuit efficiency and performance. The incorporation
of cluster-based reordering with Kruskal’s algorithm,
showcases the focused and concrete approach of this
research to effectively minimizing power consumption
during testing, thus supporting the context of energy
and power modelling.

Various methods for test vector reordering

Various techniques can be used to rearrange test vectors
based on a function that quantifies the overall switching
activity in a given set of test patterns.

Particle SwarmOptimization (PSO) is ametaheuris-
tic algorithm that uses a population of particles to
search for optimal solutions. PSO has been used effec-
tively for a variety of optimization problems, including
test vector reordering. In test vector reordering, the goal
is to find an order for the test vectors that minimizes
the number of test cases required to achieve a desired
level of coverage. PSO can be used to find effective
reordering solutions by representing each test vector as
a particle and moving the particles through the search
space according to the algorithm. However, PSO can be
slow to converge for large problems. This is because the
search space for test vector reordering is very large, with
m! possible orderings for m test vectors [11].

Genetic Algorithm-Simulated Annealing method
uses a combination of Genetic algorithm-simulated
annealing approach to minimize switching movement
by reducing the Hamming distance between successive
test patterns and improves device reliability. The advan-
tages of the approach include a significant reduction
in switching activity and improved performance and
convergence rate due to the use of simulated anneal-
ing. However, the further tuning of parameters are
required [5].

In TSP based Reordering method, the reordering
in test vector sequencing is approached using Travel-
ling Salesman Problem (TSP). Here each test vector
is treated as a city, and the entire switching activity
required for conversion between test vectors is consid-
ered as the distance or cost of travel between cities.
This analogy allows us to create a graph with test vec-
tors as vertices and switching activity as edge weights
[4]. To construct the graph, calculate the switching
activity between each pair of test vectors generated by
ATALANTA. This information is used to form a com-
pletely connected undirected graph, where each vertex
represents a test vector, and the edges represent the
transitions between them. The edge labels indicate the
switching activity cost in both directions [12–14].

Kruskal’s algorithm, a greedy algorithm can be used
in the graph to find the minimum spanning tree (MST)
which represents the optimal sequence of test vectors,
The MST is a spanning tree that covers all the vertices
with the minimum possible total cost.

It is crucial to note that solving the TSP is known
as an NP-hard problem, meaning it is computation-
ally challenging to determine the exact optimal solu-
tion in a reasonable time frame. Hence, specialized
approaches such as heuristics or greedy methods are
mostly employed to approximate the optimal solution
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efficiently [24,25]. Scan chainmasking for diagnosis has
been analysed by Kundu et. al in.

By utilizing the TSP-based reordering method, find
an ordering of test vectors that reduces the overall
test power consumption. This optimization can signifi-
cantly improve the efficiency and effectiveness of testing
procedures, ultimately enhancing the performance and
reliability of the tested circuit.

Utilizing Kruskal’s algorithm for test vector
reordering

Kruskal’s algorithm is a greedy approach to construct-
ing a minimum spanning tree in a weighted graph.
It selects the smallest edge that connects two differ-
ent components at each step, aiming to minimize the
total weight of edges. While it doesn’t always guaran-
tee the optimal solution, it’s widely used and efficient
in practice. This can be effectively utilized in the con-
text of reordering test patterns to determine the opti-
mal sequence. Kruskal’s algorithm uses the disjoint-set
data structure to detect cycles and maintain connected
components. It requires sorting edges by weight, but
time complexity can be optimized with the disjoint-set
operations.

The algorithm begins by selecting a root vertex (r) as
the starting point for constructing the MST. It connects
isolated vertices one by one to form a tree, known as
Tree A. The next vertex is chosen from the ones con-
nected to r based on the minimum cost required to
reach it, and these selected vertices are added to Tree A.

The remaining set of vertices (V) that are not yet
part of Tree A is then evaluated. For each isolated vertex
that can be directly reached from Tree A, the associated
cost is examined. The vertices with the lowest cost are
chosen and incorporated into Tree A. This process con-
tinues until the set V becomes empty, resulting in the
completion of the MST, referred to as Tree A.

This approach ensures that the test vectors are
sequenced in a manner that minimizes the overall cost
or distance between them, contributing to improved
efficiency and effectiveness in testing procedures.

Algorithm:

(1) Sort the edges of G in non-decreasing order based
on their switching activity.

(2) Initialize an empty list to store the MST edges.
(3) Create a disjoint set data structure to keep track of

connected components.
(4) Select an initial vertex r as the root vertex.
(5) Add r to the MST.
(6) For each vertex v in G. vertices, excluding r:

(a) Add v to the MST.
(b) Connect v to r with the edge (r, v) having the

minimum switching activity.
(7) Mark all vertices in G as not yet included in the

MST.

(8) While there are vertices not yet included in the
MST:
(a) Select the vertex u with the minimum switch-

ing activity to be added to the MST.
(b) Connect u to theMSTwith the edge (u, v) hav-

ing theminimumswitching activity, where v is
a vertex already included in the MST.

(9) The resulting list ofMST edges represents the opti-
mal order for reordering the test vectors.

Test vector reordering at the cluster level

In large circuits, a substantial amount of test vectors
are often needed to achieve satisfactory fault coverage.
However, attempting to reorder a large amount of test
patterns by devising a graph can lead to computational
infeasibility and highmemory requirements. Addition-
ally, selecting an appropriate root node becomes a chal-
lenge when dealing with a high amount of test patterns
or vertices in the graph. To address these issues, it is
necessary to limit the test set size [19–21].

Consider a circuit with N test vectors, which we treat
as a single cluster called Cluster-0. Instead of apply-
ing reordering directly to Cluster-0, divide it into h
same-sized sub-cluster and use the similar mechanism
of reordering to each unit of sub-cluster. Every sub-
cluster now contains N/h test vectors. By doing this, the
complexity of finding an approximate Minimum Span-
ning Tree (MST) within a cluster of size N is reduced to
finding an MST within cluster of size N/h.

After reordering every sub-cluster using theKruskal’s
algorithm, the sub-clusters among themselves are rear-
ranged using the same approach. This process yields
a final order for both the sub-cluster and the test pat-
terns in each sub-cluster. By combining this reordered
sub-cluster, we obtain the completely ordered set of
test patterns or vectors. K means clustering approach
is preferred over hierarchical clustering because of its
computational efficiency and convergence [22,23].

For instance, let’s consider an unordered cluster
of test vectors, Cluster-0, obtained from ATALANTA,
as depicted in Figure 2. By applying the Kruskal’s
algorithm, we can achieve a Minimum Spanning Tree
(MST) for the test vector set, resulting in an ordered set
of test vectors stored in Cluster-0.

Alternatively, we can divide Cluster-0 into four
unordered sub-Clusters: Cluster-01, Cluster-02, Cluster-
03, and Cluster-04. Applying the Kruskal’s algorithm to
each sub-clusterwill produceMSTswithin eachCluster,
yielding ordered sub-cluster: Cluster-03, Cluster-02,
Cluster-04, and Cluster-01. However, we cannot simply
concatenate these sub- clusters. The order of the sub-
clusters must be determined based on the minimum
cost of transitioning between them.

To establish the inter-cluster level reordering, apply
Kruskal’s algorithm once more amongst the sub-
clusters. This process helps to find the optimal order
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Figure 2. Cluster based reordering.

of the sub-clusters. Next, combine the sub-clusters
according to the obtained orders, considering both the
order among the sub-clusters and the order of the
test patterns within each sub-cluster. This procedure
yields the final ordered clusters, Cluster-1. By adopting
cluster-level reordering, amount of the test set is lim-
ited, resulting in savings in rearranging time, compu-
tational complexity, and memory. However, it’s impor-
tant to note that the overall solution quality may be
compromised.

Experimental findings

To evaluate the effectiveness of the proposed reorder-
ing technique, experiments were conducted using
ISCAS’89 standard circuits. It was considered as full
scan chains circuits were employed. Different reorder-
ing methods were applied to these circuits, and the
total switching activity was measured. The results pre-
sented in Table 1 demonstrate that reordering based
on the Kruskal’s algorithm yielded the lowest switching
activity.

As an illustrative example, let’s consider the circuit
s5378, comprising 214 input nodes and 2794 logic gates.
In the pursuit of achieving comprehensive fault cover-
age, a total of 257 distinct test patterns were meticu-
lously generated using the ATALANTA Automatic Test
Pattern Generation (ATPG) tool. Reordering these pat-
terns with the Kruskal’s algorithm resulted in an over-
all switching activity of 48,764,768, which are lesser
compared to previous approaches.

Therefore, Kruskal’s algorithm outperformed PSO
and Genetic algorithm based reordering techniques. To

Table 1. Comparison of switching activity using various
methods of TVR.

Switching activity from various
reordering techniques

Circuits

Number
of test
vectors ATALANTA PSO GA-SA Proposed

s526 65 194052 191224 189626 188542
s838 101 296485 294559 291032 290364
s953 94 426750 423091 417840 416784
s1196 140 1618159 1599437 1575380 1573432
s1488 127 741411 724116 695202 694386
s5378 257 49319413 49265211 48959214 48764768
s9234 379 78456678 76384756 73674588 72754346
s13207 480 87654382 85425842 83749326 81438274
s15850 437 85463826 83837492 81684624 80473684
s38584 653 298673142 276843268 264754826 252346382

mitigate the computational burden, sub-cluster level
reordering was employed. The findings in Table 2 indi-
cate that when the real test pattern set was divided
into more sub-clusters (upto 4 clusters were tested),
therewas a slight degradation in the reordering solution
with an increasing number of Sub-clusters. However,
as shown in Table 2, the computation time significantly
decreased by employing Sub-clusters. For instance, the
s5378 circuit exhibited a 2.21% reduction in switching
activity when treated as a single block. When divided
into 4 Sub-clusters., the reduction was 1.84%. How-
ever, the computation time for a single cluster decreased
from 53,116 s to 37,432 s for 4 Sub-clusters (Figure 3).

These experimental results validate the effective-
ness of the proposed reordering technique in reducing
switching activity and highlight the trade-off between
solution quality and computation time (Figure 4).
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Figure 3. Deviation in switching activity with different values of clusters.

Figure 4. Switching activity computation time for various clusters.

Conclusion

This research presents a novel approach employing
Kruskal’s algorithm to reorder test vectors at the
cluster level. The proposed methodology effectively
reduces power consumption during the testing process
while preserving the scan chain’s original order and
maintaining error rates. Comparative analysis against
similar techniques like PSO and Genetic algorithms
demonstrates the superiority of the proposed approach,

showcasing an impressive 11% reduction in switching
activity. Considering time constraints and the objective
of minimizing test power, the technique offers flexibil-
ity through the manipulation of sub-clusters. Increas-
ing sub-clusters benefits scenarios with tighter time
constraints, whereas fewer sub-clusters provide greater
power savings when time resources are more abundant.
This adaptability allows users to tailor their strategy
to the specific trade-offs between computation time
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Table 2. Computational times of switching activity with
varying clusters.

Time duration for reordering test vectors (in seconds) with no.
of clusters

Circuits Cluster = 1 Cluster = 2 Cluster = 3 Cluster = 4

s526 174 89 51 40
s838 170 82 49 34
s953 342 201 121 90
s1196 821 409 358 271
s1488 832 411 369 278
s5378 53116 46286 43458 37432
s9234 74282 66824 51937 43268
s13207 87696 72258 53598 46854
s15850 96432 78638 63639 42873
s38584 118458 97954 75349 52563

and test power savings, yielding substantial advance-
ments in test power reduction while optimizing avail-
able resources.

Looking ahead, the application of Kruskal’s algo-
rithm in this context holds promising potential for
further refinement and expansion. Future work could
delve into exploring hybrid approaches that com-
bine Kruskal’s algorithm with other optimization tech-
niques, amplifying the benefits of both. Additionally,
investigating the scalability of the proposed methodol-
ogy to larger and more intricate circuits will contribute
to its robustness and applicability in real-world sce-
narios, ultimately advancing the field of power-efficient
testing in modern digital circuits.
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