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ABSTRACT

Due to the development of new technologies such as the Internet and cloud computing, high
requirements have been placed on the storage and management of big data. At the same time,
new applications in the cloud computing environment also pose new requirements for cloud
storage systems, such as strong scalability and high concurrency. Currently, the existing nosqg|l
database system is based on cloud computing virtual resources, supporting dynamic addition
and deletion of virtual nodes. Based on the study of phase space reconstruction, the necessity
of considering traffic flow as a chaotic time series is analyzed. In addition, offline data migration
methods based on load balancing are also studied. Firstly, a data migration model is proposed
through analysis, and the factors that affect migration performance are analyzed. Based on this,
optimization objectives for migration are proposed. Then, the system design of data migration is
presented, and optimization research is conducted from two aspects around the migration opti-
mization objectives: optimizing from the data source layer, and proposing the LBS method to
convert data sources into distributed data sources, ensuring the balanced distribution of data
and meeting the scalability requirements of the system. This paper applies cloud computing
technology and phase space reconstruction to load balancing scheduling algorithms to promote
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their development.

1. Introduction

Cloud computing is a new IT publishing model that
divides cloud computing into three service types based
on service types: infrastructure, platform, and software.
Users can obtain virtual machine resources from cloud
providers and use the user department to deploy their
own application systems [1]. In addition, due to the
increase in virtual resources in cloud computing, man-
ual and manual management of large-scale clusters is
inefficient. Today, there is a need for an automated
cloud computing virtual resource management tech-
nology that can not only dynamically respond to user
load changes, but also effectively reduce the burden on
managers [2]. This is highly consistent with the stor-
age format of NOSql databases. For example, scalability
when processing massive data can be achieved through
elasticity and fragmentation. Scalability refers to the
ability to expand or reduce specific resources to meet
certain requirements [3, 4]. This paper introduces the
basic principle of SVR and combines it with phase space
reconstruction data of chaotic time series to predict
short-term traffic flow. Finally, in order to verify the
prediction accuracy of this model, various evaluation

indicators for traffic flow prediction are introduced for
error analysis, and the results are compared and ana-
lyzed with BP neural network and conventional SVR
models [5]. Based on the research of massive data
migration technology and analysis of migration mod-
els, the research objectives of this article are as follows:
consider the data migration system from two aspects
of concurrency and load balancing, consider the load
balancing degree of the data source cluster and the
load balancing of the migration target cluster from
the perspective of load balancing, and design a data
migration system [6]. Then, a data migration model
is established, and based on this, LBS algorithm and
Astraea scheduling algorithm are proposed. A large
number of simulation experiments are conducted to
verify the rationality and effectiveness of the two algo-
rithms. The research in this paper has strong scientific
significance and application prospects [7]. On the one
hand, most of the research on data migration focuses
on stand-alone data migration technology, while the
research on distributed data migration technology is
still in the development stage [8]. This article aims
to improve the performance of data migration from
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the perspective of concurrency and load balancing.
In recent years, there are many methods to improve
the performance of distributed data migration, includ-
ing using load balancing to improve performance to
achieve higher resource utilization [9]. However, most
studies only focus on the unilateral equilibrium of data
source clusters or job clusters, ignoring that data migra-
tion is a collaborative process between two clusters.
This article studies data migration from cluster to clus-
ter, analyzes the main factors that affect data migration
performance, and comprehensively considers the load
balancing between the data source cluster and the target
cluster.

2. Related work

The literature has designed a cloud based Nosql cluster
automatic configuration framework NACFrame, which
provides a unified interface for the outside world. For
most popular nosql engines, cloud platforms such as
Amazon EC2, openstack, and eucalyptus can be used to
automatically expand or reduce nosql cluster resources
in a customized and automated manner [10]. The liter-
ature introduces that based on the NACFrame frame-
work, by selecting a specific nosql system hbase and
a specific cloud platform openstack, the nosql clus-
ter automatic configuration system Nosman has been
designed and implemented based on the cloud com-
puting platform, which can effectively store and man-
age big data according to administrator or applica-
tion specifications. The literature outlines that through
functional and comparative performance testing of the
Nosman system, it can provide big data storage and
management services, and can automatically config-
ure Nosql cluster resources based on dynamic load
changes while ensuring user SLA requirements [11].
This verifies the effectiveness and practicality of the
cloud computing Nosql cluster automatic management
technology proposed in this article [12]. The litera-
ture proposes an automatic configuration management
technology for cloud computing Nosql clusters based
on reinforcement learning. By modelling the configu-
ration process of virtual machine clusters in a cloud
computing environment as a Markov decision model,
Nosql cluster resources can be automatically configured
according to the dynamic changes in system operation
status and load [13]. The literature describes the the-
ory and conditions of phase space reconstruction and
the feasibility of its application in traffic flow predic-
tion. On this basis, the KNN algorithm is improved
and applied to phase space reconstruction [14]. Finally,
the key parameters of phase space reconstruction are
obtained: embedding dimension and delay time. This
is the establishment and experimental verification of a
short-term traffic flow prediction model based on phase
space reconstruction and SVR. Firstly, the basic princi-
ple of SVR is described. Then, combining the content

of phase space reconstruction, a prediction model is
designed, and the model is trained and tested using
the analyzed data. Thirdly, analyze the traffic flow pre-
diction and evaluation indicators of the model [15].
Finally, the results are compared and analyzed with
neural network models and conventional SVR mod-
els. The literature introduces optimization methods
for data migration from the migration target cluster
layer, and uses the MapReduce programming frame-
work to provide a distributed concurrency foundation
for data migration. At the same time, using the pre-
cise resource control capabilities of Hadoop yam, the
resources of the migration target cluster are evenly
allocated to ensure that the resources of the migra-
tion target layer are fully utilized. The proposed LBS
algorithm and Astraea algorithm are experimentally
verified. Firstly, the experiment analyzes the balance of
LBS algorithm data on data blocks and nodes. At the
same time, it is analyzed that the data source cluster
using LBS algorithm can maintain its balance under the
dynamic expansion of node increase and decrease and
data increase and decrease. In addition, the experiment
also analyzed the effectiveness of the task scheduling
layer optimization algorithm Astraea under different
task combinations.

3. Design of phase space construction model
for cloud computing cluster

3.1. Cloud computing virtual machine cluster
configuration

The state of the virtual machine automatic configura-
tion decision model is mainly information about vir-
tual machine resources in cloud computing. In order
to configure the decision module, it is necessary to
solve the optimal configuration behaviour of virtual
machine resources in this state space. Because MDP
requires state discretization, we use the number of vir-
tual machine resources applied by cloud application
providers at the current stage and in running state as the
state space in the state configuration decision model,
represented by si. The state space of the model is shown
below.

S={Sl,82,...,si} (1)

When the application system scale is relatively large, the
k value can be larger; Instead, you can set smaller values.
Therefore, the action space of the model is as follows:

A= {add(k), remove ™, no-action} (2)

The state transition function is also known as the
state transition probability. In the virtual machine
resource automatic configuration model, we consider
many uncertain factors in the actual operation of the
system. Probability is introduced to consider the prob-
ability that the application system will transition from



the current state s to the next state’s after executing
action a. Therefore, the definition of the state transition
function can be expressed as:

% n <n, n#0
p%5,5) = 3 n>n n#0 3)
1 n=n'

The return function requires rewards or penalties for
the decision-making behaviour of the decision-making
module, which affects the subsequent decision-making
behaviour of the decision-making module, and there-
fore reflects the control strategy of the system manager
to a certain extent. For example, when an applica-
tion system adds or deletes virtual machines, the CPU,
memory, bandwidth utilization, and other system states
of virtual machine resources will change accordingly. At
this time, the processing capacity of the application sys-
tem increases, which can meet the system processing
requirements of cloud computing application providers
and real-time load requirements of users, and set a
larger return value; On the contrary, after the adjust-
ment, the processing capacity of the application system
has not been improved, or even worse, and cannot meet
the SLA of users and application suppliers. Therefore,
small return values can be set. The return function is
defined as the ratio of gain to cost, as shown in the
following equation:
gain

R= (4)

cost
Where, gain is defined as follows:

221 g(xi)

m

gain = (5)
“m is the number of performance indicators. Here, we
choose the throughput and response time of the system
as performance indicators, so m = 2, g (xi) represents
the benefits of each performance indicator, as shown in
the following formula:”

1

g(xi) = { — (6)

P is the control parameter and xi is the last performance
parameter value. The cost is defined as follows:

Xi—Xj

Xj

Y7 (1 — ik

Z

cost =1+ (7)
Where k is the control parameter, and we select CPU,
memory, and bandwidth as the utilization parameter iu,
so Z = 3. The average value of the utilization param-
eter iu for virtual machines used by cloud computing
providers is as follows:
n
21 W

g = ==t (8)
n
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Cloud computing applications need to respond quickly
to a large number of load requests in a short time.
Q-learning maintains a two-dimensional query table
indexed by state-action values, also known as a Q-table.
This table stores the estimated values of state-action val-
ues Q (s, a), and is an evaluation criterion for solving
optimal strategies. Its recursive form is as follows:

Q(s,a) =R(s) + ¥ »_PhV(s) 9)

ses

In the actual operation of a cloud application system,
the configuration decision-making module needs to
continuously make configuration decisions, select opti-
mal policies, and execute optimal actions based on user
load inputs and system operation status. At the same
time, the estimated value of Q (s, a) in the Q table
should be continuously updated according to the fol-
lowing formula to make the estimated value closer to
the true maximum value, so that the decision-making
module can make the optimal strategy closer to the
actual situation.

Q(s,a) = Q(s,a) + dR(s) + Q(s,a) — Q(s,a)] (10)

3.2. Model construction of phase space
reconstruction

If the chaotic attractor of a time series is restored
from the chaotic system, the prediction model can be
expressed as a functional relationship between adjacent
or subsequent points of the prediction point, thereby
obtaining the prediction data of the prediction point.
However, in practical systems, describing short-term
states using components is quite complex, and each
node component is nonlinear.

For chaotic time series, it is actually a seemingly
irregular system in which the values of variables change
disorderly over time. In chaotic systems, there are
a large number of trajectories formed by variables
involved in motion. Regardless of the calculation of
invariants, or the construction and testing of models
in the system, information can be extracted from each
single variable time series of these trajectories. When a
component of a single variable is delayed at certain fixed
points in time, the space in which the new dimensional
variable observed by the variable is located is the phase
space, which can restore the organizational structure
and various laws of the original system. Therefore, for
the original variable, the phase space that changes due
to time delay must be equivalent to the original system.

Due to the generality of chaotic time series, delay-
ing a certain variable can achieve the same effect as
described above, that is, it can capture the traffic flow
phase space equivalent to the original system. At the
same time, it is quite necessary to conduct phase space
refraction for the specific components of each variable.
Because the utilization value of components is far from
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satisfying the current traffic flow state, nonlinear prob-
lems can only be solved by transforming phase space.
Therefore, placing variables in a new dimensional space
and reconstructing the phase space become one of the
prerequisites and key steps for solving chaotic time
series.

The method of coordinate delay is used to recon-
struct the phase space, in which the data at a certain
time delay point is processed as a new dimension,
thereby embedding it into a space that is “equivalent”
to the original system. The Taken theorem proves that
there exists an appropriate embedding dimension in a
one-dimensional time series that is infinite and has no
interference.

Xy = (x(1),x(1 + 1), ...
Xy = (x(2),xQ2 + 1), ...

»x(1 4+ (m — 1)1))
,X(2 4+ (m — 1)t))

In formula (11), m is the embedding dimension, t is
the delay time, N is the total number of phase points,
and N=n - (m-1) t. In a time series, not all the
closest neighbours of a component of a variable at a
certain time point have compactness, so setting a delay
will delete the negligible closest neighbours, that is, the
components at a certain time point will be selected for
phase space jump mapping. The embedding dimen-
sion grasps the dimensional space of the phase space,
thereby selecting the optimal attractor subspace. Due to
the selection of delay time and embedding dimensions,
some variables cannot enter phase space reconstruc-
tion, so only N variables are actually reconstructed,
which is also the number of phase spaces.

The delay time t is one of the important parame-
ters in the theory of phase space reconstruction, and
the optimal delay time t cannot be too large or too
small. When the delay time is too large, the amount
of compressed information between the reconstructed
variables is large, and the signal is distorted, resulting
in no correlation between the variables and excessive
randomness. When the delay time is too small, the dif-
ferences between reconstructed variables are too small
to distinguish, resulting in redundant errors. Therefore,
selecting an appropriate delay time t is the key to main-
taining the relationship between the original system
variables.

The embedding dimension m can be regarded as
a geometric constant of a chaotic attractor. When the
embedding dimension is too small, the reconstructed
attractors will overlap, resulting in self intersection, and
therefore cannot be fully opened. When the embedding
dimension is too large, the redundant dimension will
introduce noise and increase unnecessary computation.
Therefore, the appropriate embedding dimension m,
like the delay time t, is a key parameter to maintain the
relationship between the original system variables and
system characteristics.

There are two different viewpoints on the selec-
tion of t and m: one is that there is no correlation
between them, and their selection can be conducted
independently, independent of the influence of another
parameter. The methods for obtaining delay time
include mutual information method or autocorrelation
function method, while the methods for calculating
embedding dimension include false nearest neighbour
method. Another view is that they are not mutually
independent and must be selected simultaneously, such
as the embedded window method.

Assume that the state transition form of the time
series in the m-dimensional phase space is as follows:

Xitt = F(x) (12)

In the above formula, xi represents the ith phase point
in the phase space, which is the specific representation
of a single variable in the reconstructed phase space,
and t represents the delay time, so it can be expressed
as follows:

S Xipm-nt)  (13)

(Xit15 - - -,Xi+1+(m—1)t) = F(x;,. .

Therefore, the model input and output formulas based
on phase space reconstruction and SVR are as follows:

X1 = X1, .. ,X1+(m—l)t)T
. X, = (Xz, e ,X2+(m—l)t)T
Input = : (14)
f— ‘ T
Xn = Xny -« > Xnt(m—1)t)

Y1 = X1+ m-1)t+1

Y2 = X4 (m-1)t+1
output = o (15)

Y, = Xn4+-(m—1)t+1

When analyzing the prediction results, the commonly
used evaluation indicators in short-term prediction
mainly include mean square error mse, average absolute
error mae, average relative error mape, and similarity.
In this article, we will use the above representative indi-
cators to analyze the accuracy of the model’s prediction
results.

1 / 2
MSE = N\/; YV = Y(©) (16)

Mean square error refers to the square root of the square
sum of errors between the predicted value and the
actual measured value, and then takes its average value.
It can not only represent the size of the error, but also
describe the discrete or concentrated distribution of the
error. When the mse is large, it means that the error dis-
persion is high and the prediction effect is not ideal;
On the contrary, it means good prediction results. In
the t-fold cross validation method for selecting model



parameters in this paper, the error formula is applied to
determine whether the parameters are available.

MAE = % Xt: Y() — Y@ (17)

Average error refers to the average absolute value of the
error between the predicted value and the actual mea-
sured value, which can only describe the magnitude of
the error, but cannot describe its distribution. Similarly,
the smaller the mae value, the higher the accuracy of the
results.

Average relative error mape.

Y(®) — Y()

1
MAPE = — Z TG

N (18)
t

Similarity, taking the equality coefficient ec as an
example

/o @ - Y’
VI @) 4T 0y

EC=1-— (19)

3.3. Simulation experiment results and analysis

This article introduces the model design idea based
on phase space reconstruction and SVR, the specific
method of selecting the optimal model parameters,
and the evaluation indicators of the prediction model.
The following is the specific implementation process
of the experiment. The experimental data is the data
reconstructed from the phase space of the sample data,
hereinafter collectively referred to as the sample data.
The experimental operation environment is shown in
Table 1.

The model used in this article is mainly divided into
two parts: model training and model testing. All anal-
ysis data is taken as sample data, with three quarters
of the sample data as a training set and the remain-
ing quarter as a test set. In the process of optimizing
model training parameters, the k-fold cross validation
method is used to solve the key parameters of the SVR
model, namely, the penalty factor (c), the kernel func-
tion parameter (y), and the error (€). The parameter
k for cross validation in the experiment is 10, and the
search space range for model parameters is shown in
Table 2.

In the process of training the model, as shown in
Figure 1, the learning curve of the prediction model
based on phase space reconstruction and SVR shows a

Table 1. Experimental operation environment.

Environmental information Explain

Simulation platform Python3.7, Pycharm Profeesional
Operating system MacOS Sierra 10.12.3
Processor 3.0 GHz Intel Core i5

Memory 12GB
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Table 2. Model parameter search scope.

Parameter Value range
c [1,2,3...100]
y [0.00001,0.0001,0.001,0.01,0.1,1]
£ [0.1,02,03...,1]
60
Qe
58 Q
@=SVR
56
54 Q
O
52 ® O O O
©

50

Figure 1. Learning curve based on phase space reconstruction
and SVR model.

downward trend in the overall learning curve. That is,
as the size of training sample data increases, the error
of mse will also become smaller and smaller. There-
fore, the parameters selected for this model are more
accurate, that is, the optimal parameters are the penalty
factor C = 5, and the kernel function parameters y =
0.0001, error € = 0.1. At this point, the regression sur-
face f (x) for optimal parameter allocation is the optimal
predictor.

Verify whether the prediction results of the predic-
tion model based on phase space reconstruction and
SVR are accurate, that is, the test part of the model.
The test data of the model is the remaining quarter of
the sample data, which is placed in the optimal predic-
tor to calculate the prediction results. The comparison
between actual measured values and predicted values is
shown in Figure 2.

BP neural network was proposed in the 1980s and
is mainly used for pattern recognition or prediction.
The method consists of a multilayer feedforward net-
work, and is calculated using the idea of error back
propagation during the solution process. The weights

60

= Measured value
50
Predictive value

lah
B | HIVAUAAN'M I

Traffic flow

)

W A
. “”\]\/M AV} W

0 20 40 60 80 100 120

Figure 2. Display diagram of measured and predicted values.
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Table 3. Comparison of indicators between BP neural network
and SVR model.

Model MSE MAE MAPE EC

BP 59.16 5.67 0.30 0.82
SVR (General) 48.63 5.18 0.31 0.84
SVR (phase space) 38.90 4.65 0.30 0.86

and thresholds in the network are obtained through
reverse adjustment, and the steepest descent method is
used during the convergence process. This paper uses a
three-layer BP neural network. In addition, to demon-
strate the role of reconstructed phase space in SVR
models, traditional SVR models are also introduced.
The three models were evaluated using the prediction
indicators listed in the application, and the results are
shown in Table 3.

From Table 3, it can be seen that the model has the
smallest MSE and MAE, while the largest EC, which is
equivalent to the MAPE index being equal to the BP
neural network. MSE, MAE, and MAPE represent the
magnitude of the model error. The larger the value, the
greater the error. EC represents the degree to which
the predicted value of the model tends to be consistent
with the actual measured value. The larger the value,
the higher the consistency. Therefore, compared to the
other two models, this model has better prediction
performance.

4. Research on load balancing priority
scheduling algorithm

4.1. Optimization method of data source layer

When the LBS method completes distributed conver-
sion of data sources, it is said that distributed data
sources achieve static load balancing. If each SHARD
meets the following conditions:

1

Vi=1,2,...,n3—= ~ 20

% (20)
The execution process of this method is shown in
Figure 3, including two main steps: data partitioning
and chunk distribution. Data partitioning also includes
the mapping of records to ranges and chunks in the data
source; Chunk distribution describes the mapping of
chunks to shards.

The first step is to use the Hash method to map a
Record to a Range based on the Shard Key. The Meta
Server only needs to store a few Hash functions. Sec-
ondly, through a simple slicing process (slicing can
be uniform or random), a Range is mapped to sev-
eral Chunks based on the amount of data covered.
MetaServer needs to store the entire mapping table.
Step 3: Map the Chunk to Virtual Shard using a dis-
tributed consistent hash method based on the “one-
sided proximity principle”. Meta Server needs to store
consistent hash functions and chunk change rules (the
increase or decrease in chunk size leads to changes in

Record Record

Record

Shard_key g Range_index Me;osrzrg\;ers

Range

Range

Range index g Chunk_index

Chunk

Chunk

Chunk_index q Shard_key

Shard Shard

Shard

Figure 3. Execution process of LBS method.



the chunk mapping relationship). There is no need for
shard changes caused by sudden increases or decreases
in storage nodes, as it conforms to the mapping rules of
distributed consistent hashes. Each Virtual Shard cor-
responds to a physical node, and all Chunks stored on
the Virtual Shard will be stored on the corresponding
physical node.

4.2. Optimization method of job scheduling layer

Assuming that the capacity of the migration target clus-
ter is ¢, the scheduling of migration tasks needs to meet
the following constraints:

> l=cC (21)
Ij eISNunting

See the following formula for the calculation of heat hjk
of data source Dj.

R EE B
1, J; e Py
b = { 0 ]; ¢ Py (23)
Vi=1,2,--- ,M;Vk=1,2,---,C
N
hic =D ay x bphi = max(ha)  (24)

j=1

Finally, the optimization goal of the task scheduling
layer will be equivalently translated into the following:
Find the partition with the smallest number of elements
in the migration job set batch process, and the partition
needs to meet the following constraints:

Vi=1,2,---,M;j=1,2,---,Nyk=1,2,---,C
(25)

The evaluation function that gives an approximate solu-
tion based on the relationship between data source
access heat and runtime is shown in the following
equation:

Vi=1,2,--- ,M;Vk=1,2,---,C
N

hj = Z a;; X bikhx = max(hix)
=1

(a)Load A€ (50,100)

e Workload

250 12 250

200 10 —_ 200
= O
3 8 g 8

g 150 —— Workload T 5150
£t Number of node 6 (.; =
] ]
=] 5 =]

= 100 2 = 100
2 4 8 %
E Z B

50 ) 50

0 0 0

0 100 200 300 400 500 600 700 800 900

Time(min)

(b)Load 1€ (25,125)

Number of node

/\/\ \/'/\ 10
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C
Approxi(P_]S) = — Z he!
k=1

C
=~ max(hy)"™" (26)

k=1

4.3. Simulation experiment design

The load rate calculation formula is as follows:

Tosd
)\‘ i

= - (27)
time

Where, A Is the load rate in rea/sec, load is the number
of customer visits, and time is the access time. To com-
pare the experimental results, the standard cycle of the
load was set to T = 360 min.

Create 25 virtual machines on the cloud platform
to run YCSB client simulation user load programmes.
The Nosman system can dynamically create virtual
machines and deploy nosql clusters on the cloud plat-
form. The resource configurations of nosql nodes and
YCSB nodes are shown in Table 4.

As shown in Figure 4, the adjustment of the sys-
tem with different input load amplitudes is shown. As
can be seen from the figure, when the load amplitude
changes slightly, the system only outputs one decision
behaviour, and the number of nodes increases from 4 to
8. Because the load does not change dramatically at this
time, the system will not adjust more resources. As can
be seen from the figure, as the load amplitude contin-
uously changes, the system makes multi-step decisions
and continuously adjusts the number of nodes to adapt
to the task requests of the load. The frequency of change
in the number of nodes is basically positively correlated
with the frequency of change in the load amplitude. The
number of nodes increased from 4 to 10, and then stabi-
lized to 14 in multiple steps. The load range has changed
dramatically, and the system needs to configure more

Table 4. Cluster node resource configuration.

Configure Nosql node YCSB node
Operating system Ubuntu linux Ubuntu linux 12.05
CPU 8 cores Dicaryon
Memory 12G 8G
Hard disk 100G 100G
(¢)Load LE(50,200)
25 250 = Workload 25

Number of node
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Figure 4. Adjustment of cluster resources under different amplitude loads.
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Figure 5. Change of system response time with user load.

cluster resources, with the number rising to 17. In addi-
tion, when the load range is at a trough, the system also
has the behaviour of significantly deleting the number
of nodes.

Through experiments to verify whether the two
systems can meet the user’s SLA requirements, we
chose the response time of the Nosman system and the
dynamic expansion system as the reference number, as
shown in Figure 5. As can be seen from the figure, the
solid line represents the Nosman automatic configura-
tion system proposed in this article, and the dotted line
represents the improved dynamic expansion system. As
can be seen from the figure, by continuously adjusting
cluster resources, we find that the response time of the
NOSQL system is basically stable and slowly increas-
ing, and the response time of the dynamically expanded
system varies greatly at different stages.

The Nosql cluster automation framework pro-
posed in this article can allow customized adjustment

(a)f=1/2T,adjust 1 node at a time

250 25
Workload
~ 200 20 =2
9 Number of node %
2 9]
8 150 15 8
= =t
E s
_% 100 / Vi \ 10 8
=) 4 =)
) 7 g
= 50 5 z
0 0
0 100 200 300 400 500 600 700 800 900
Time(min)
(c)f=2/T,adjust Inode at a time
250 Workload 25
200 Number of node 20 =
8 Py
R 9]
g 150 15 8
= <
E 5
e
= 100 10 5
2 E
50 5 Z
0 0
100 200 300 400 500 600 700 800 900
Time(min)

behaviour, so the system can allow any number of nodes
to adjust the cluster behaviour, that is, the number of
nodes that can be added or deleted at any one time can
be selected in the user interface of the Nosman auto-
matic configuration system. For fine-grained adjust-
ment behaviours, such as adding one or two nodes at
a time, when the load changes rapidly, more resources
cannot be added in a timely manner, and thus cluster
performance cannot be well optimized. On the con-
trary, for coarse grained adjustment behaviours, such
as allowing 8 or more nodes to be added or deleted at
one time, there is a risk of partial failure. For exam-
ple, after the actual adjustment of cluster resources, the
number of added nodes may be less than 8, but adding
more nodes at one time will perform more thorough
changes, which can quickly adapt to load requests and
better optimize cluster performance.

As shown in Figure 6, the change in the number
of nodes in the Nosman system is shown when the
load is f = 1/2'T and f = 2/1, respectively. The curve
in the figure clearly shows the above situation. When
allowing one node to be added or deleted at a time,
the cluster adjusts in a very granular manner. How-
ever, due to internal delays in the system, the system
cannot fully observe changes in load. Since the auto-
matic configuration technology in this article is based
on reinforcement learning algorithms, which allow
multi-step adjustment behaviour, this delay situation
can be improved after the system has been running
for a certain time. For faster changing loads, the

(b)f=1/2T,adjust 4 nodes at a time
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Figure 6. Adjustment of cluster resources with different load frequencies and different adjustment behaviours.



load frequency is twice the standard frequency. When
adding or deleting one node at a time, load changes
cannot be captured. As shown in the figure, the num-
ber of clusters varies from 11 to 14, and the adjustment
behaviour of clusters varies with the periodic changes in
load. However, because the number of nodes allowed to
be adjusted at one time is too small, when the load is at
a low ebb, the number of nosql nodes cannot be effec-
tively reduced. As can be seen from the figure, allowing
more adjustments at once can enable the cluster to
better adjust cluster resources.

5. Conclusion

Due to the development and expansion of emerging
technologies such as computer hardware, cloud com-
puting, and the Internet of Things in recent years, the
data owned by humans has accumulated at an unprece-
dented speed and continues to grow. The era of big data
has quietly arrived. In the era of big data, the competi-
tiveness of enterprises depends on whether they can uti-
lize data more effectively and analyze knowledge from
data more effectively. Especially in search business,
the massive data rules mined have great value: it can
improve the traffic conversion rate, thereby affecting
user search satisfaction, and even guiding the direction
of business development. With the increase in the value
of data mining, offline data services are facing enor-
mous opportunities and challenges. Due to data centric
businesses, the inevitable transfer of large amounts of
data has become a fundamental part of offline busi-
ness processing: Whether large-scale data from data
sources can be effectively and stably transferred to
the target storage system largely determines the qual-
ity of offline business. In order to solve the problems
of dynamic load changes and elastic resource require-
ments faced by resource managers in Nosql clusters,
this article first proposes a cloud computing based auto-
matic resource configuration management technology
for Nosql clusters, and introduces reinforcement learn-
ing technology for cloud virtual resource management.
In addition, the configuration management process of
the NOSql virtual machine is modelled as a Markov
decision model, and the addition/deletion operations
of the virtual machine are automatically determined
based on the dynamic changes in the execution status
and input load of the system. This can respond to the
real-time task requests of users, and timely complete the
automatic configuration and management tasks of the
NOSql virtual resources based on the dynamic changes
in load to ensure the SLA requirements of cloud
resource users.
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