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ABSTRACT
Transfer learning approaches in natural language processing have been explored and evolved
as a potential solution for solvingmany problems in recent days. The current research on aspect-
based summarization shows unsatisfactory accuracy and low-quality generated summaries.
Additionally, the potential advantages of combining language models with parallel process-
ing have not been explored in the existing literature. This paper aims to address the problem
of aspect-based extractive text summarization using a transfer learning approach and an opti-
mization method based on map reduce. The proposed approach utilizes transfer learning with
languagemodels to extract significant aspects from the text. Subsequently, an optimization pro-
cess using map reduce is employed. This optimization framework includes an in-node mapper
and reducer algorithm to generate summaries for important aspects identified by the language
model. This enhances the quality of the summary, leading to improved accuracy, particularly
when applied to electrical power system documents. By leveraging the strengths of natural
language models and parallel data processing techniques, this model presents an opportunity
to achieve better text summary generation. The performance metric used is accuracy, mea-
sured with the ROUGE tool, incorporating precision, recall and f-measure. The proposed model
demonstrates a 6% improvement in scores compared to state-of-the-art techniques.
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1. Introduction

Text summarization and information understanding
are closely interconnected concepts within information
science and retrieval, playing a vital role in allowing
readers to quickly review numerous papers and extract
key information. Automatic summarization, although
challenging, has been recognized as a crucial task in
natural language processing (NLP).

There are two main approaches to summarizing
texts. While extractive methods excel at selecting rel-
evant data, they may lack the fluency and coherency
of human-generated summaries. Abstractive text sum-
marization aims to produce concise summaries that
capture the main points of the original text, using com-
pressed paraphrasing and potentially introducing new
words not present in the source document. Although
abstractive summarization has shown themost promise
in terms of overcoming challenges with extracting
key information from text texts, abstractive genera-
tion may produce phrases that were not there in the
original input material. The attention-based encoder-
decoder paradigm has currently been widely inves-
tigated in abstractive summarization, motivated by
neural network success in machine translation exper-
iments. The model revisits the input and attends to

essential information by dynamically accessing relevant
pieces of information based on the hidden states of the
decoder during the production of the output sequence.

A recent extractive document summarizing models
has not demonstrated their effectiveness significantly.
We examine transfer learning for extractive text sum-
marizing in this research to address a significant diffi-
culty in summarization: condensing the original docu-
ment as much as feasible while retaining the important
concepts, collecting opinions from the text and coming
to a judgement based on the content.

Sentiment Analysis (SA) methods can help you
figure out what a writer is thinking [1]. Summariza-
tion software generates simple summaries from a huge
number of evaluations in general. The significant char-
acteristics are extracted initially by using a feature-
based summarization approach. Opinions are extracted
using these features, and textual summaries are pre-
pared using them. This summary can assist all stake-
holders in reaching business decisions about a cer-
tain product or service in their domain. Depending
on how the summary is generated, summarization sys-
tems are categorized as extractive or abstractive. For
feature-based text summarization systems, there are a
variety of machine learning methodologies available in
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the literature, both supervised and unsupervised tech-
niques [2]. The paper uses a transfer learning approach
with a new language model for feature extraction and
then uses this for automatic text summarization using
a mapreduce algorithm.

The rest of the paper is organized as follows.
Section 2 covers the importance of transfer learn-
ing and mapreduces used for text summarization.
Section 3 highlights thhe proposed research work. Sim-
ilarly, Section 4 reviews the evaluation parameters and
results obtained. Section 5 serves as our conclusion and
includes a summary of our on-going efforts.

2. Literature survey

Text mining and sentiment analysis are combined in
aspect-based summarization,whichmakes it a dynamic
research topic. This section looks at the literature on
text summarizing techniques that use mapreduce and
transfer-learning techniques. Many input parameters
are commonly seen in these systems. They are user
assessments for a particular domain that include evi-
dence of scores for summary output, cumulative ratings
for each phrase according to the aspect and important
domain-related aspects. Mapreduce-based algorithms
are explored first, followed by an analysis of transfer-
learning methodologies.

In several systems proposed by Gamon et al. [3],
Khairnar & M. Kinikar [4], Nenkova [5], Zhaung et al.
[6] and several researchers, aspect-based sentiment
summarization has been widely studied in the liter-
ature. Before summarizing the content, these studies
usually presume that knowledge from the domain is
accessible beforehand. MapReduce is now a counter-
part for analyzing large amounts of data in all the fields
which works under a parallel approach as mentioned
by Dean et al [7]. As Zhao et al. [8] showed, numer-
ous researchers have used machine learning meth-
ods like k means clustering with a parallel approach
to speed up processing when working with large
datasets. Some of the ensemble techniques proposed
by Priya et al 1[2] utilize MapReduce with bagging
is not motivated to enhance the cluster quality. The
approach stated by Ferrari et al [9] uses clustering,
topic modelling and semantic similarity along with
mapreduce to address the summarization challenge.
In this system, with multi-document summarization,
the author performed better in terms of scalability.
Machine learning algorithms such as SVM Classi-
fier (SVM) and two separate MapReduce stages for
aspect summarizing are some of the current research
works by Shah et al [10], Lin et al [11] and Tadano
et al [12] in the field of aspect summarization using
MapReduce.

The idea of transfer learning was motivated by
people’s capacity to use information acquired from
one activity to address problems they had never

encountered before. The information gained from one
domain or task can be applied to another similar
domain or task in the field of machine learning.
In the field of text summarization, transfer learning
has been widely applied to NLP tasks involving pre-
trained language models. For extractive summariza-
tion, sentence embedding models like BERT (Bidi-
rectional Encoder Representations from Transformers)
[13] can be employed. According to several studies [14],
pre-training the language models would enhance the
functionality of summarization systems.

BERT is popular among them and used in text
summarization systems. BERT is adjusted by BERT-
SUM [15] for both extractive and abstractive summa-
rization systems. At the document level, BERTSUM
employs a competent BERT encoder with pre-training
to effectively represent phrases semantically. To tackle
the problem of massive text input, a randomly ini-
tialized Transformer decoder is also used. Without
using the copy mechanism or reinforcement learning
techniques, an encoder with two-fold objectives is uti-
lized for the optimization of summarization perfor-
mance at the document level with minimal restric-
tions. BERT manipulates three types of embedding for
each input token: symbol of a token, section and rela-
tive position-based embedding. These embeddings are
coupled together to customize a distinct input vector,
which is then given to the bidirectional Transformer
layers in the model. Then the model provides con-
textual vectors for each token. Researchers have also
experimented with auto text summarization for electric
power system documents [15,16].

This research proposes an optimization strategy
based on node Mapper along with pre-trained BERT
encoder to increase the accuracy of text summarization.
This method makes use of Hadoop’s clean-up mecha-
nism,whichmakes use of a built-in combiner optimiza-
tion and a learned language model for the extraction
of significant aspects and sentences. The MapReduce
Framework is used to efficiently process large collec-
tions of reviews. Also, the system aims to test the sum-
marization algorithm for the electric power domain.
This research is the first approach to combine the pre-
trained language model and mapreduce optimization
for aspect-based text summarization to the best of our
knowledge.

The following are the significant contributions of
this research:

• An in-node mapper-based optimization approach,
for optimizing the mapper output inspired by the
models employing machine learning, is created.

• A partitioner algorithm to speed up extensive data
processing and provide summaries for the signifi-
cant aspects in distinct records.

• An improved pre-trained language model to extract
significant aspects and sentences from the
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domain-specific datasets using transfer learning
from the existing corpus.

The subsequent section deliberates on the proposed
design in an elaborate manner.

3. The proposed aspect summarization
technique

Theprocess of synthesizing a text based on the key char-
acteristics or aspects discovered is known as aspect-
based summarization. It is crucial in displaying the
important evidence about the different identified facets
of the script or review. It’s most effective when dealing
with vast amounts of written documents or reviews.

The proposed architecture of the system is shown in
Figure 1.

There are six main stages in the proposed system:
Data pre-processing, pre-training the language model,
feature extraction, grouping, mapreduce algorithm
optimization and the evaluation of summaries. Its var-
ious stages are explained in detail in the following
section.

3.1. Pre-processing

Stop words are removed and lemmatization is used to
eliminate noisy terms from the dataset’s reviews. The
approach of latent semantic analysis (LSA) was used
to extract relevant features. According to Deerwester
and colleagues [17], LSA is beneficial because it builds
linkages by developing a collection of ideas that relate
to documents and phrases. LSA creates assumptions
based on terms that have a closer meaning and can
be discovered in the related text content. LSA is the
most efficient approach for feature extraction from the
text, so this approach was chosen. The words that have
been determined to be similar are grouped to determine
key elements. This concept was given by Blake. Cus-
tomer testimonials from the hotel, movie and product

domains were utilized. Utilizing the Uma Maheswari
et al ontology-dependent author-specific aggregation
approach [18], the aspects discovered from the three
datasets are sorted. This technique uses an ontology
graph anduser interests to award a rating to each aspect.
The LSA technique was used to extract the most sig-
nificant aspects. This is used for comparing the signif-
icant aspects of the word embedding derived from the
language model.

3.2. Pre-training the languagemodel

In this research, the most popular BERT model is used
for transfer learning. The BERT architecture was cho-
sen because it outperformed other NLP algorithms on
sentence embedding. BERT is based on the transformer
design; however, it has special pre-training goals. In one
step, it randomly masks off 10–15 per cent of the train-
ing set’s words to forecast the masked words; in the
other, it compares an input text sentencewith an entrant
sentence and determines if the entrant sentence accu-
rately follows the input phrase [16,19–21. Even with
a large number of GPUs this operation can take sev-
eral days to complete. As a result Google made two
BERT models available to the general public one hav-
ing 1.2 billion features and another with 180 billion.
Due to its greater performance the bigger BERT model
which was trained beforehand was finally used for the
summary .

For extractive summarization, the primary BERT
implementation employs the Pytorch-pre-trained-BERT
package from the “loving face” organization. The pack-
age wraps Google’s which was before model imple-
mentations in a core Pytorch wrapper. In addition to
the basic BERT model, the Pytorch-pretrained-BERT
library includes the OpenAi GPT-2 prototype, which
is a network that builds on the original BERT archi-
tecture. The model had been pre-trained in all three
domains: film, hotel and electrical power documents.
The stages of the transfer learning approach used for

Figure 1. The proposed architecture of the extractive text summarization system.
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Figure 2. Stages of the transfer learning approach for feature extraction for extractive text summarization.

feature extraction that is employed for text summariza-
tion are shown in Figure 2.

The transfer learning approach is used mainly for
feature extraction compared with the existing language
BERT model. For this a convolutional neural network
model is used. Features from the BERT model are used
for a specific domain and trained with input docu-
ments. Then automatic summarization is employed for
generating summaries.

3.3. Grouping embeddings

Using the Scikit Learn library’s implementation, the
K means model was employed for clustering during
the experiment. Due to the models’ equal performance,
K-Means was selected for aggregating inbound word
embedding from the BERT model. BERT was modi-
fied and pre-trained for the specific domain and used
to extract significant aspects particular to the field and
its relevant sentences.

Sentences relevant to the aspects are found in a clus-
ter and they are optimized using mapreduce to gener-
ate a final summary. Optimization using mapreduce is
explained in the next section.

3.4. Map reduce optimization

There are numerous concurrent and scalable algo-
rithms in the literature; however, they do not focus
on improving accuracy, according to Golghate [22].
This technique, which makes use of a node combiner,
was created especially for text retrieval to improve the
calibre of summaries.

Since the combiner is used for every run of the map-
per, the main concept is to use combiner optimization
to separate and filter out the superfluous sentences.
Node combiners are also used in the work byWoo et al.
[23] to enhance the performance of theHadoop system.
The node combiner using the map function is meant to
focus on text retrieval while eliminating noisy sentences

from the summary. Partitioner and reducer modules
are designed to provide output files that include sum-
maries of the input aspect words. The next subsections
discuss the complete mapreduce framework procedure.

3.4.1. Combiner function for the cluster
Hadoop stores the dataset as a collection of key-value
pairs. The value text contains relevant opinions for one
facet, and also the tf-idfmodel’s relevancy score and the
key is the file’s facet. The aspects of the review sentences
are retrieved from the BERT model.

The pseudo-code includes a technique for an in-
node combiner that includes a partitioner and reducer.

Mapper Method:
Algorithm: Innode Mapper (String arr, as[i], String

arrayout, a collection of sentences)
Input:aspectkey [text (aspectkeywords, as[i])],

textvalue [reviews for a particular aspect]
Output:<outputkey’, outputvalue’> pair, where

the aspect phrase is the key, and the value is the value.
– Filtered output sentences are reviewed based on a
threshold

Steps in the Mapper Method:

1. Input the reviews for a specific aspect with the
aspect keyword retrieved in the previous stage.

2. Create a hashmap with aspects with relevant sen-
tences.

3. Now iterate among the sentences and retrieve the
sentences with high relevancy using a threshold.
This ensures that sentences with high relevancy are
retained for all the aspects used.

4. Now the text key, which is the aspect and the score
for each sentence, is obtained as output from the
mapper method.

Class NodeMapper {
Method nodemap(Text, Text) {
NodeMap<String, String>
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AspectnodeMap = newHashMap< char[], char[]>
();

// Use a hash map to match aspects with their rele-
vant sentences

for each aspect as key in aspect keywords do
{
AspectMap.put(key_id,Value);
// method to include relevant sentences
}}
The mapper method pseudo-code takes the review

sentences along with the aspects as input. Then it
maps the aspects with relevant sentences using a hash
map based on a sentence score. The hash function
generates appropriate sentences for the aspects and
every aspect sentence ID along with the value is gen-
erated as output. Now these sentences are filtered
using a threshold value, which is fixed as 0.5. This
is for obtaining highly relevant sentences for all the
features.

Clean Up Method:
function Clear ()
{
for nodeMap.Entry< text, text>
entry: nodefeatureMap.entryfeatureSet() { //mapset

for all the aspects with appropriate sentences
if (similarity (sentenceid, value))<0.5 then
emit<outputkey’, outputvalue’> pair // keep the

sentence in the cluster
else discard values
}}}
The partitioner method performs partitions from

each node based on the aspect that is given as the
key.

Partitioner method
public class aspectvaluePartitioner extends Mapasp-

ectoutputPartitioner<String, String> {
getmapoutputPartition (public int) (Textpartkey,

Text partvalue, int tasksinreducer){
If Text = partkey one then // partkey 1 denotes

aspect 1 and so on
return one %tasksinreducer;
elif Text = partkey two then
return two % tasksinreducer
elif Text = partkey three then
return three % tasksinreducer
. . .
}}
The reducer function works in conjunction with the

partitioner groups the output sentences selected for the
final summary for all the aspects.

Reducer method
Static Class aspectvaluePartitionbasedReducer

extends nodemapperReducer (string, string, Text, Text)
{
Summaryreduce (public void) (Text outkey’, iterabl-

eoutvalue’){
For (Text outval:outvalues){

String [ ]outvalTokens = outval.toString().split(“,”);
output.write (new (Texttype(outkey’), new (Texttype

(outvalue’))));
}}
The in-node mapper’s primary duty is to organize

mapper output by identical keys. Aswith the node com-
biner, the Combiner object is used in combination with
the Map class. A hash map is used to hold most of
the review statements and also the key phrases. The
lines that are identical to the very first sample sentence
are not dumped in the disc during the clean-up pro-
cess. Only the most appropriate sentences are kept in
this case, resulting in memory optimization. To calcu-
late similarity, text-based similarity metrics given by
Wael et al [24] were used. This guarantees that superflu-
ous sentences are deleted, which improves the quality
of the summary. A custom partitioner is used to sep-
arate the summary for all of the aspects related and
identified in the result of in combiner with the map-
per. Depending on the importance of domain-specific
characteristics, the quantity of reducer jobs varies. The
reducer runs across each key, writing corresponding
sentences to the memory for each aspect key phrase.
The method is executed for each of the three domains
previously described.

4. Evaluations and discussion

The baseline datasets in text-analytics101 are used in
all of investigations (2001). This is about 400 MB in
size. This section includes reviews based on the film’s
domain. The dataset is approximately 190 MB. This
section offers user feedback on a variety of hotels in var-
ious cities. Datasets are available in the links provided
below:

Large Movie Review Dataset. (n.d.). Retrieved from
http://ai.stanford.edu/ amaas/data/sentiment/

http://www.text-analytics101.com/ [25,26]. This
dataset includes product reviews from a variety of
sources. For processing, only reviews based on mobile
phones are taken into account.

The third dataset used for testing is the electric
power system documents. Experiments were also made
based on the electric power dataset that contains more
than 2000 electrical papers.

The ROUGE tool has been used to assess the perfor-
mance. Lin and colleagues (2004). This tool evaluates
the textual similarity of the system’s automatically
generated summaries to human-annotated reference
summaries. Three reference summaries are consid-
ered. These summaries have three human annotators
assigned to them. The ROUGE 2 formula and ROUGE
L formula are the measurements that are taken into
account. When system-generated summaries are com-
pared against reference summaries from two separate
authors, the F measure is calculated. For comparison,
some of the standard methods that generate aspect-

http://ai.stanford.edu/~amaas/data/sentiment/
http://www.text-analytics101.com/
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Table 1. Embedding derived from the language model for the three domains.

Features/hotel domain Word embeddings Movie domain features Word embeddings Product domain Features Word embeddings

Location Locale Artist Actor Monitor Screen
Venue Hero Display

Provisions Meals Song Music Operating speed Speed
Food Rhythm Fast

Service Business Script Screenplay Dimensions Size
Supply Story Weight

Room Lobbies Direction Making Display Monitor
Hall Resolution

Staff Waiter Conversation Dialogue Memory Storage
Manager

Price Cost Cinematography Show Battery Power
Budget Backup

Convenience Facility Story Moral
Luxury Comfort Sound Music

Ambience Background

or feature-based summaries are employed. They were
mapreduce-based algorithms that use parallel process-
ing and PTLM (pre-trained LSTM) for constructing
text summaries was also included. The main param-
eters in the ROUGE tool are Precision, recall and F
measure.

Precision
Precision in the context of ROUGE is denoted by

Equation (1) and indicates how much of the system
summary was, in fact, relevant or needed.

Precision = No of overlapping words/Total words

in system summary (1)

Recall
Recall in the context of ROUGE simply means how

much of the reference summary, the system summary
is recovering or capturing and shown in Equation (2).

Recall = No of overlapping words/Total words in

reference summary (2)

F-measure
F-Measure is the harmonic mean of precision and

recall as per Equation (3).

F − Measure = 2 ∗ Precision ∗ Recall/Precision

+ Recall (3)

For generating a reference summary, two annota-
tors were used and they were asked to select the top
sentences from the reviews related to the top most fea-
tures extracted from the system. The metric used in
ROUGE for evaluating system-generated summaries
is f-measure. These are measured against gold stan-
dard reference summaries. An aspect-based summary
was generated using the review dataset from the hotel
domain. Using MapReduce, the results are compared
to other established approaches. Results/two alternate
words for the features and aspects in three domains are
given. They denote the word embeddings retrieved for
specific features for each domain. The BERT model is
a well-known language model used for text processing.

This model improves summary quality by identifying
similar words and overlapping words from the text and
also this is utilized for measurement. The word embed-
ding derived from the language model for the three
domains is presented in Table 1.

These embeddings have been used for the mea-
surement for overlapping words when summary sen-
tences are retrieved. The system-generated summaries
are given for sample features.

System-Generated Summary:

Location: Its location is great if you want to
get a slight feel of what it’s like living in China
The location was wonderful too only a few
minutes of walk to Tiananmen Square Stylish
clean reasonable value poor location Excellent
value location, not a big problem Location is
poor for the typical tourist Nice trendy hotel
location not too bad. The location is also quite
fantastic.

Staff: Staffs were very friendly and check-in
and checkout times were acceptable. We found
the reception staff generally very helpful and
friendly.

Room: Rooms are not big but adequate with
modern bathroom amenities good and strong
hot showers. The room was spotless and had a
comfortable king-sized bed as far as soft beds go
in China. The rooms are very pretty and com-
fortable with modern western-style bathrooms
We booked a three-bedroom room for a night.
Each room came with a queen-sized bed. We
paid about USD per night for this large bedroom
apartment style room. On our return, we also
got upgraded to a bigger room.

The metric used for all the domains in ROUGE
is f-measure. ROUGE 2 and ROUGE L have been
chosen. ROUGE-2 Precision and Recall compare the
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Table 2. Hotel domain dataset-Rouge 2 and Rouge L scores.

Hotel domain
features

PLTM
method

Combiner-based
approach

Parallel clustering
approach

MR optimization with
transfer learning

Locale/venue R2 0.46 0.6 0.39 0.61
RL 0.42 0.44 0.35 0.66

Provisions/meals R2 0.37 0.45 0.46 0.62
RL 0.4 0.7 0.47 0.65

Service/business R2 0.28 0.38 0.42 0.45
RL 0.33 0.32 0.38 0.42

Room/lobbies R2 0.51 0.48 0.49 0.63
RL 0.46 0.53 0.50 0.69

Staff/employers R2 0.17 0.46 0.43 0.5
RL 0.34 0.51 0.52 0.55

Price/cost R2 0.32 0.48 0.45 0.59
RL 0.47 0.53 0.51 0.54

Convenience/facility R2 0.36 0.55 0.63 0.69
RL 0.39 0.4 0.49 0.64

Luxury/comfort R2 0.32 0.42 0.40 0.44
RL 0.41 0.45 0.24 0.49

Table 3. Movie domain dataset-Rouge 2 and Rouge L scores.

Movie domain
features

PTLM
method

Combiner-based
approach

Parallel clustering
approach

MR optimization with
transfer learning

Artist/Actor R2 0.36 0.42 0.49 0.51
RL 0.51 0.53 0.55 0.58

Song/Music R2 0.55 0.56 0.54 0.56
RL 0.40 0.62 0.56 0.65

Script/Screenplay R2 0.28 0.38 0.41 0.45
RL 0.33 0.43 0.45 0.5

Direction R2 0.51 0.68 0.59 0.58
RL 0.56 0.67 0.62 0.67

Conversation/Dialogue R2 0.29 0.46 0.42 0.49
RL 0.34 0.44 0.44 0.47

Cinematography R2 0.32 0.48 0.46 0.45
RL 0.37 0.53 0.43 0.47

Story R2 0.36 0.54 0.47 0.59
RL 0.41 0.45 0.51 0.64

Sound R2 0.32 0.44 0.38 0.44
RL 0.35 0.41 0.39 0.49

similarity of bi-grams between reference and candi-
date summaries. By bi-grams, it means that each token
of comparison is 2 consecutive words from the ref-
erence and system-generated candidate summaries.
ROUGE-L Precision and Recall measures the Longest
Common Subsequence (LCS) words between reference
and system-generated candidate summaries. By LCS,
it refers to word tokens that are in sequence, but not
necessarily consecutive. Since these two measures con-
sider consecutive words and also word tokens using
subsequences these metrics were used to compute pre-
cision and recall, from which f measure is calculated
and presented in Tables 2–4 for the three domains

considered. The rouge score with the f-measure metric
for the aspects discovered in the hotel domain is shown
in Table 2. The results suggest that the node mapper
algorithm significantly enhances performance. Using f-
measure, the approach delivers a result with increased
accuracy, which improves by 5% overall.

Using ROUGE 2 and L, Table 2 illustrates the f-
measure score values for the essential characteristics in
the hotel domain. Bold values represent components of
high f-measure values. The three most regularly men-
tioned features in the evaluations, according to the
LSA technique, which represent their word weights are
place, food and rooms.

Table 4. Power system documents dataset-Rouge 2 and Rouge L scores.

Power system
document features

PTLM
Method

Combiner-based
approach

Parallel clustering
approach

MR optimization with
transfer learning

Power R2 0.46 0.6 0.61 0.68
RL 0.51 0.4 0.43 0.46

Voltage R2 0.55 0.45 0.46 0.56
RL 0.4 0.50 0.52 0.64

Current R2 0.28 0.38 0.39 0.45
RL 0.24 0.37 0.36 0.49

Battery R2 0.34 0.48 0.47 0.49
RL 0.38 0.53 0.51 0.64
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4.1. Movie dataset

Table 3 compares ROUGE 2-based f-measure values
for each significant element of the movie domain. The
results have improved by 5% over previous findings.
Aspects such as direction, song and singer suggest
that the system is progressing well. This is because
reviews contain more relevant statements for these fea-
tures. These points are mentioned several times in con-
sumer feedback. The recommended approach performs
brilliantly in all domains since it uses term weights
and optimization. The three factors most frequently
mentioned in reviews are the artist, the song and the
direction.

4.2. Power system documents

As previously stated, the dataset related to the prod-
uct domain was used to construct summaries for each
important attribute detected. The top five features of
panel, efficiency, screen, size, storage and energy are
only summarized since only recommendations for cell
phones were accounted for from the business domain
dataset. Comparing optimization using the in-node
mapper method to other frequently employed strate-
gies in the literature, the results demonstrate a 10%
improvement in f-measure values.

Table 4 for the power system documents dataset dis-
plays the outcomes of Rouge 2 and the Lmeasure, which
assesses the bigram and similarity between the standard
and candidate summaries. Because it employs word
weights and similarity-based filtering, our approach
works admirably across the board.

Finally, we use a Hadoop system to calculate how
long it takes to execute our algorithm on single-
and multi-point nodes. In a three-node cluster, one
name server node and two data processing nodes were
employed. It is measured how long it takes for the entire
system to operate from input to output. This has already
been decreased, and by using numerous nodes, it might
be much decreased. These results are summarized in
Table 4.

5. Conclusion & future work

The MapReduce Framework along with pre-trained
language models was used to examine aspect-based
text summarizing systems in this paper. The proposed
solution, which employs a language model (BERT)
pre-trained for the domain along with an MR-based
optimization algorithm, has increased the summary’s
quality. For large power system documents and review
datasets, the system also demonstrates a significant
boost in performance in terms of calculation time.
The technique specifically for extractive summarization
beats other common systems and improves accuracy
using ROUGE measurements. Using the MapReduce

Framework, the technique generates efficient aspect
summaries in big datasets.

5.1. Future work

The researchers can enhance the summary in the future
by incorporating semantic interpretations including
in-memory computing techniques and new language
models, into Hadoop. The BERT model also can be
improved to enhance word embedding, which would
improve the quality of the summary.
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