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Abstract. A set {a, b, c, d} of four non-zero distinct polynomials in
Z[i][X] is said to be a Diophantine D(4)-quadruple if the product of any

two of its distinct elements increased by 4 is a square of some polynomial

in Z[i][X]. In this paper we prove that every D(4)-quadruple in Z[i][X] is
regular, or equivalently that the equation

(a+ b− c− d)2 = (ab+ 4)(cd+ 4)

holds for every D(4)-quadruple in Z[i][X].

1. Introduction

Let n be a nonzero integer. A set of m distinct positive integers {a1, a2,
. . . , am} is called a Diophantine m-tuple with property D(n), or simply a
Diophantine D(n)-m-tuple, if

aiaj + n

is a perfect square for all 1 ≤ i < j ≤ m.
The Diophantine D(1)-m-tuple is simply called Diophantine m-tuple.

Diophantus of Alexandria was the first mathematician to deal with the prob-
lem of finding a set consisting of four distinct positive rational numbers such
that the product of any two of them increased by 1 is a square. The Diophan-
tine quadruple {1, 3, 8, 120} found by Fermat was the first such set of integers.
The most studied case is for n = 1, but besides this case, the cases n = −1
and n = 4 have also been studied in recent years. It is proved that there
is no D(−1)-quadruple [3]. It is useful to point out that the non-existence
of D(−1)-quadruples implies that there are no D(−4)-quadruples either, [4].
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Moreover, similar conjectures and observations can be made for the n = 4
case if they hold for the n = 1 case.

A D(4)-pair {a, b} can be extended with a larger element c to form a
D(4)-triple. The smallest such c has the form c = a+ b+2r, for r =

√
ab+ 4,

and such a triple is often called a regular triple. It is easy to note that there
are infinitely many extensions of a D(4)-pair to a D(4)-triple, and they can
be studied by finding solutions to a Pellian equation

bs2 − at2 = 4(b− a),
where s, t are positive integers given by ac+4 = s2, bc+4 = t2, respectively.

One way of generalizing the presented concept is to introduce a polynomial
m-tuple with the property D(n) or a polynomial D(n)-m-tuple. In this paper,
we deal with the polynomial variant of the introduced problem for n = 4 and
polynomials in Z[i][X]. A similar problem was first studied by Jones for the
set of polynomials with integer coefficients and n = 1 [14,15].

First, we present some basic definitions, remarks and results that we use
in our work.

Definition 1.1. Let m ≥ 2 and let R be a commutative ring with unity.
Let n ∈ R be a non-zero element and {a1, a2, . . . , am} a set of m distinct
non-zero elements in R such that aiaj + n is a square of an element in R for
1 ≤ i < j ≤ m. The set {a1, a2, . . . , am} is called a Diophantine m-tuple with
the property D(n) or simply a D(n)-m-tuple in R.

In the case where R is a polynomial ring and n is a constant polynomial, it
is usually assumed that not all polynomials in such a D(n)-tuple are constant.

Let {a, b, c} be a D(4)-triple in Z[i][X] such that

(1.1) ab+ 4 = r2, ac+ 4 = s2, bc+ 4 = t2,

where r, s, t ∈ Z[i][X].

Definition 1.2. A D(4)-triple {a, b, c} in Z[i][X] is called regular if

(c− b− a)2 = 4(ab+ 4).

Or, more explicitly, if

c = c± = a+ b± 2r,(1.2)

ac± + 4 = (a± r)2, bc± + 4 = (b± r)2.(1.3)

As said before, besides regular extensions of a pair to a triple, it is not
hard to find non-regular triples.

Similarly, there are extensions of a D(4)-triple {a, b, c} to a D(4)-quad-
ruple {a, b, c, d} given by an explicit expression.

Definition 1.3. A D(4)-quadruple {a, b, c, d} in Z[i][X] is called regular
if

(a+ b− c− d)2 = (ab+ 4)(cd+ 4),
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or equivalently if

(1.4) d = d± = a+ b+ c+
1

2
(abc± rst).

In this case, we have

(1.5)

ad± + 4 =

(
rs± at

2

)2

= u2±, bd± + 4 =

(
rt± bs

2

)2

= v2±,

cd± + 4 =

(
st± cr

2

)2

= w2
±.

An irregular D(4)-quadruple in Z[i][X] is one that is not regular.

We denote by d+ the polynomial with the higher degree and by d− the
polynomial with a lower degree among the two polynomials d±.

It is easy to check that the polynomials abc ± rst are divisible by 2 in
Z[i][X] to see that such polynomials exist and are well-defined by equation
(1.4) for any D(4)-triple {a, b, c}.

Remark 1.4. There always exist regular D(4)-quadruples {a, b, c, d±},
where d± is defined by (1.4). Specifically, any D(4)-pair {a, b} in Z[i][X] can
be extended to regular D(4)-quadruples

(1.6) {a, b, a+ b± 2r, r(r ± a)(b± r)}.

If {a, b} is a D(4)-pair in C[X] then {a2 ,
b
2} is a D(1)-pair in C[X]. An

important result now follows from [10, Lemma 1].

Lemma 1.5. Let {a1, a2, . . . , am} be a D(4)-m-tuple in C[X], such that
not all ai’s are constant polynomials. Then ai ̸= aj for i ̸= j and at most one
of the polynomials ai, i = 1, . . . ,m, is constant.

The main result of our work is the following theorem.

Theorem 1.6. Every D(4)-quadruple in Z[i][X] is regular.

To prove Theorem 1.6, we use some methods introduced in [10, 13], but
some different approaches and strategies were needed to prove the main theo-
rem in all possible cases. Since this topic has not been extensively studied for
the case n = 4, we also proved and joined some essential results by following
ideas from [9,10].

As usual, we first deal with the system of simultaneous Pellian equations
and then find the intersection of the binary recurrent sequences generated
in this way. The proof is done by using congruence relations and the gap
principle.

A related problem of the regularity of the polynomial D(−4; 4)-quadruple
over Z[X] can be considered because Theorem 1.6 allows us to prove the anal-
ogous result of [1] without additional conditions. Before we can highlight this
important consequence of our main result, we need the following definition.
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Definition 1.7. A set {a, b, c, d} of four non-zero distinct polynomials in
Z[X] is said to have D(−4; 4) property, or that it is a polynomial D(−4; 4)-
quadruple if {a, b, c} is a D(−4)-triple in Z[X] and

ad+ 4, bd+ 4, cd+ 4

are all squares of some polynomials in Z[X].

An analogous problem on D(−1; 1)-quadruples was considered in [1, 13],
where the authors showed that the assertion about the regularity of D(−1; 1)-
quadruples follows as a corollary of their main result. We carry out the
corresponding result in our case.

Corollary 1.8. Every polynomial D(−4; 4)-quadruple in Z[X] is regu-
lar. More precisely, any D(−4)-triple {a, b, c} in Z[X] can be extended to a
D(−4; 4)-quadruple {a, b, c, d} in Z[X] only with

d = d± = −(a+ b+ c) +
1

2
(abc± r′s′t′),

where (r′)2 = ab− 4, (s′)2 = ac− 4 and (t′)2 = bc− 4.

Proof. Let {a, b, c} be a D(−4)-triple in Z[X]. It is easy to see that
in that case {ai, bi, ci} is a D(4)-triple in Z[i][X]. If there exists d ∈ Z[X]
such that ad + 4 = x2, for some x ∈ Z[X], then (ai) · (−di) + 4 = x2. So,
{ai, bi, ci,−di} is a D(4)-quadruple in Z[i][X]. By Theorem 1.6 we must have

−di = ai+ bi+ ci+
1

2
(ai · bi · ci± r′i · s′i · t′i),

which yields d = −(a+ b+ c) + 1
2 (abc± r

′s′t′).

2. General properties and Pellian equations

Let us deal with an arbitrary extension of a D(4)-triple {a, b, c} in Z[i][X]
to a D(4)-quadruple {a, b, c, d} in Z[i][X]. For a D(4)-quadruple {a, b, c, d},
there exist polynomials x, y, z ∈ Z[i][X] such that

(2.1) ad+ 4 = x2, bd+ 4 = y2, cd+ 4 = z2.

Eliminating d from (2.1), we obtain the system of simultaneous Pellian
equations

az2 − cx2 = 4(a− c),(2.2)

bz2 − cy2 = 4(b− c).(2.3)

Let us denote by α, β, γ the degrees of the polynomials a, b, c, respec-
tively. Without loss of generality, we will assume 0 ≤ α ≤ β ≤ γ and β, γ > 0,
since by Lemma 1.5 only a can be a constant polynomial.

A modified version of [12, Lemma 2.1] appears in the following Lemma
2.1. More precisely, after dealing with certain algebraic transformations for
each situation, these two lemmas follow directly from [9, Lemma 4].
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Lemma 2.1. There exist solutions (z0, x0) and (z1, y1), z0, z1, x0, y1 ∈
Z[i][X], of (2.2) and (2.3), respectively, such that

i)

deg(z0) ≤
3γ − α

4
, deg(x0) ≤

α+ γ

4
,(2.4)

deg(z1) ≤
3γ − β

4
, deg(y1) ≤

β + γ

4
.(2.5)

ii) There exist non-negative integers m and n such that

z
√
a+ x

√
c = (z0

√
a+ x0

√
c)

(
s+
√
ac

2

)2m

,(2.6)

z
√
b+ y

√
c = (z1

√
b+ y1

√
c)

(
t+
√
bc

2

)2n

.(2.7)

According to Lemma 2.1, there exist d0, d1 ∈ Z[i][X] such that

(2.8) ad0 + 4 = x20 and cd0 + 4 = z20 ,

and

(2.9) bd1 + 4 = y21 and cd1 + 4 = z21 .

From (2.6) we generally have

zm+1

√
a+ xm+1

√
c = (zm

√
a+ xm

√
c)
ac− 2 + s

√
ac

2
, m ≥ 0.

After some elementary transformations

zm+1 =
zm(ac− 2) + xmcs

2
, xm+1 =

xm(ac− 2) + zmas

2

are obtained. For z = vm = wn for some m,n ≥ 0, binary recurrence se-
quences (vm)m≥0 and (wn)n≥0 are given by

v0 = z0, v1 =
1

2
(sz0 + cx0), vm+2 = svm+1 − vm,(2.10)

w0 = z1, w1 =
1

2
(tz1 + cy1), wn+2 = twn+1 − wn.(2.11)

Because we are dealing with polynomials over Gaussian integers, it
remains to check if v1, w1 ∈ Z[i][X]. By (1.1) and (2.8), we get that
4|(z0(ac− 2) + x0cs)(z0(ac− 2)− x0cs) and then we conclude that 2 divides
each of the factors, so v1 ∈ Z[i][X]. The proof is analogous for w1 ∈ Z[i][X].

Since the proofs of the next two lemmas are similar to those in [10, Lemma
5], we omit them.

Lemma 2.2. Assume that (z, x), (z′, y′) are solutions of (2.2) and (2.3),
respectively. If z2 ≡ 4 (mod c), then x2 ≡ 4 (mod a) and the same is satisfied
for (z0, x0) solution of (2.2). If z′2 ≡ 4 (mod c) holds, then y′2 ≡ 4 (mod b)
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and the same is satisfied for (z1, y1) solution of (2.3). Additionally, if z0 is
not a constant polynomial, then deg(z0) ≥ γ

2 . Also, if z1 is not a constant
polynomial, then deg(z1) ≥ γ

2 .

Lemma 2.3. Let {a, b, c, d} be a D(4)-quadruple in Z[i][X] and (vm)m≥0
and (wn)n≥0 be sequences defined as in (2.10) and (2.11), respectively. Then
for m ≥ 1 and n ≥ 1 the following holds:

deg(vm) = (m− 1)
α+ γ

2
+ deg(v1),(2.12)

deg(wn) = (n− 1)
β + γ

2
+ deg(w1).(2.13)

Also,

γ

2
≤ deg(v1) ≤

α+ 5γ

4
,(2.14)

γ

2
≤ deg(w1) ≤

β + 5γ

4
.(2.15)

The proof of the next lemma is conducted similarly as in [9, Lemma 1].

Lemma 2.4. For vm = wn, where (vm)m≥0 and (wn)n≥0 are defined by
(2.10) and (2.11), we have

n− 1 ≤ m ≤ 2n+ 1.

Now we will state some congruence relations that hold for vm and wn and
which will be essential for the final proof of Theorem 1.6.

The following lemma is easily proved by induction so the proof is omitted.

Lemma 2.5. The sequences (vm)m≥0 and (wn)n≥0, given by (2.10) and
(2.11), respectively, satisfy the following congruences

(2.16) v2m ≡ z0 (mod c), v2m+1 ≡ v1 (mod c),

(2.17) w2n ≡ z1 (mod c), w2n+1 ≡ w1 (mod c).

The next lemma is proven in [11, Lemma 6] for polynomials in Z[X], but
the same arguments are valid for D(4)-quadruples in Z[i][X].

Lemma 2.6. Let the sequences (vm)m≥0 and (vn)n≥0 be given by (2.10)
and (2.11). Then,

v2m ≡ z0 +
1

2
c(az0m

2 + sx0m) (mod c2),

2v2m+1 ≡ sz0 + c

(
1

2
asz0m(m+ 1) + x0(2m+ 1)

)
(mod c2),

w2n ≡ z1 +
1

2
c(bz1n

2 + ty1n) (mod c2),

2w2n+1 ≡ tz1 + c

(
1

2
btz1n(n+ 1) + y1(2n+ 1)

)
(mod c2).
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It is also easy to check that the next lemma holds.

Lemma 2.7. Let {a, b, c} be a D(4)-triple from Z[i][X] for which (1.1)
holds. Then

(2.18) rst ≡ 2a+ 2b− 2d− (mod c).

Now, we introduce Lemma 2.8 as a useful tool for later results, i.e. for
the proof of Proposition 4.3 and Theorem 1.6.

Lemma 2.8. If α = 0, x0 is a constant and z0 is not a constant, then
x20 = a2 + 4 and z0 = ±s. Also, x0 = 0 and a = ±2i.

Proof. Let α = 0 and x0 be a constant. Define

e =
x20 − 4

a
∈ C.

It is easy to see from (2.2) that ce+4 = z20 . Since z0 and c are not constants,
{a, c, e} is a polynomial D(4)-triple over C, so by Lemma 1.5 we must have
a = e. Now, x20 = a2 + 4 and inserting that in (2.2) implies z0 = ±s. Also,
(x0−a)(x0+a) = 4 implies a = ±2i and x0 = 0 are the only possibilities.

3. Gap principle for degrees

In this section, we obtain all the possible inequalities for the degrees of
polynomials in a D(4)-triple {a, b, c}, i.e. we deal with the inequalities that
degrees α, β, γ, satisfy.

Lemma 3.1. Let {a, b, c} be a D(4)-triple in Z[i][X] such that (1.1) holds.
For d± defined by (1.4), we get

c = a+ b+ d± +
1

2
abd± ∓

1

2
ru±v±,(3.1)

d± = a+ b− c+ rw±,(3.2)

d± = a− b+ c+ sv±,(3.3)

d± = −a+ b+ c+ tu±.(3.4)

Proof. Analogously as in [8, Lemma 1] we get (3.1) and (3.2) and, by
(3.2), the expressions (3.3) and (3.4) are obtained.

Similarly as in [7, Lemma 1] (and [9, Lemma 2]) we can prove a gap in degrees
of polynomials in the polynomial D(4)-triple {a, b, c}, where a, b, c ∈ Z[i][X].
Also, if we observe an extension of a D(4)-pair {a, b} to a D(4)-triple {a, b, c},
we can describe in more details the element c that has the lowest degree.

Lemma 3.2. Let {a, b, c} be a polynomial Diophantine D(4)-triple such
that α, β, γ are degrees of the polynomials a, b, c, respectively, and α ≤ β ≤ γ.
Then

c = a+ b± 2r or γ ≥ α+ β.
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Proof. For (1.1) we consider the polynomials of the form

d1,2 = a+ b+ c+
1

2
(abc± rst).

Because

d1 · d2 = a2 + b2 + c2 − 2ab− 2ac− 2bc− 16,

we notice that deg(d1)+deg(d2) ≤ 2γ and because at most one element of the
Diophantine D(4)-triple {a, b, c} is a constant polynomial, we conclude that
deg(d1) ̸= deg(d2). We denote by d− the polynomial with the lower degree
among d1, d2. In this case, deg(d−) < γ.

We set

c± = a+ b+ d− +
1

2
(abd− + ru±v±),

for u±, v± that are already introduced in (1.5).
After some elementary calculations, we can notice that

ac+ + 4 =

(
1

2
(av± + ru±)

)2

=

(
1

4
(abs± art+ art± abs± 4s)

)2

,

ac− + 4 =

(
1

2
(av± − ru±)

)2

=

(
1

4
(abs± art− art∓ abs∓ 4s)

)2

.

There exists an index i ∈ {+,−} such that aci + 4 = s2 = ac + 4, so c = ci.
Let c′ = cj such that j ̸= i, j ∈ {+,−}. For this set up we have cc′ =
c+c− = a2 + b2 + d2− − 2ab − 2bd− − 2ad− − 16, so deg(c) + deg(c′) ≤ 2γ.
Hence, deg(c) ≥ deg(c′). We have two possibilities, if d− = 0, then u± = ±2,
v± = ±2, and c± = a+ b± 2r, and if d− ̸= 0, then γ ≥ deg(abd−) ≥ α+ β.

Now we deal with D(4)-quadruples {a, b, c, d} for which d− is a possible d
and obtain all possibilities for d−. Additionally, we use the obtained relations
to draw some conclusions about the degrees of the polynomials a, b, c.

Remark 3.3. By (1.4) it is easy to conclude that

(3.5) deg(d+) = α+ β + γ > γ.

The next lemma shows that for d− ̸= 0 it holds

(3.6) 0 ≤ deg(d−) ≤ γ − α− β,

or, specifically, γ ≥ α+ β.

The proof of the next lemma is analogous to [9, Lemma 2].

Lemma 3.4. Let {a, b, c} be a D(4)-triple in Z[i][X] and let d− be defined
by (1.4). Then, d− = 0 or deg(d−) = γ − α− β < γ.
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Remark 3.5. From previous Lemma 3.4, in case β = γ we get d− = 0 or
deg(d−) = 0, so d− = a = ±2i.

If d− = 0, then c = a+b±2r and, by (1.3), s = ±(a±r) and t = ±(b±r).
More precisely, if c = a + b + 2r then s = ±(a + r) and t = ±(b + r) and if
c = a+ b− 2r then s = ±(a− r) and t = ±(b− r).

If d− = a = ±2i, then c = −b+ 2a = −b± 4i and, by (1.3), s = ±ir and
t = ±i(b− a).

Remark 3.6. Using Remark 3.5 we can easily determine some examples
of polynomial D(4)-triples over Gaussian integers.

Let d− = a = ±2i. From ab+ 4 = r2 and bd− + 4 = v2 we get

±2bi+ 4 = r2 = v2.

So, v = ±r, or ±r = 1
2 (bs±rt). For constructing our example, we will observe

the case when a = 2i and r = 1
2 (bs+ rt). Hence,

(3.7) r(2− t) = bs.

Moreover, we will assume s|r. Then there exists p ∈ Z[i][X] such that r = ps.
Now (3.7) implies

(3.8) b = 2p− pt.

From c = −b + 2a = −b + 4i, we get C = −B, where B,C are leading
coefficients of b, c ∈ Z[i][X], respectively. By (3.8) and (1.1), B = −p

√
BC.

So, we can choose p = i, so we observe a D(4)-triple

{a, b, c} = {2i,−ti+ 2i, ti+ 2i}.

It is easy to check that r2 = 2t and s2 = −2t. So we can choose any polynomial
t ∈ Z[i][X] such that 2t is a perfect square. For example, we can take t =
2(X + 1)2 and get

{a, b, c} = {2i,−2X2i− 4Xi, 2X2i+ 4Xi+ 4i}.

If d = d−, then we can easily prove what values m and n can have.

Lemma 3.7. Let {a, b, c} be a D(4)-triple in Z[i][X]. Let vm = wn and

let d =
v2m − 4

c
. If d = d−, then m,n ∈ {0, 1}.

Proof. If d− = 0, from cd− + 4 = w2
− we simply obtain w− = ±2, so

deg(w−) = 0. If d− ̸= 0, by Lemma 3.4 and cd− + 4 = w2
− we obtain

deg(w−) = γ − α+ β

2
< γ.

By (2.12) and (2.13) we have deg(vm), deg(wn) ≥ γ form,n ≥ 2, respectively.
So, d− must arise from vm = wn for m,n ∈ {0, 1}.
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The next lemma considers all possibilities for d−, so we get all the possible
relations between degrees α, β and γ. A similar gap principle is very well
known in the classical case and in the polynomial variants of the problem of
Diophantus (see [6, 12]).

Lemma 3.8. Let {a, b, c} be a D(4)-triple in Z[i][X] for which (1.1) holds.
Let A,B,C denote the leading coefficient of a, b, c, respectively. Then:

1. If d− = 0, then z0 = z1 = ±2. In this case, c = a + b ± 2r and
β = γ. Additionally, if α < β = γ, then B = C. If α = β = γ, then
C = A+B ± 2

√
AB.

2. For deg(d−) = 0, the following options can occur.
(a) If d− = a = ±2i, then z0 = z1 = ±s, α = 0, β = γ and

c = −b± 4i.
(b) If d− ∈ Z[i]\{0} and α > 0, then z0 = z1 = ± 1

2 (cr ± st) and
γ = α+ β.

3. For deg(d−) > 0, the following options can occur.
(a) z0 = z1 = ± 1

2 (cr ± st) with α > 0, deg(d−) ≤ α and α + β <
γ ≤ 2α+ β,

(b) (z0, z1) = (± 1
2 (cr ± st),±s) with α ≤ deg(d−) ≤ β, α ≥ 0 and

2α+ β ≤ γ ≤ α+ 2β,
(c) (z0, z1) = (±t,± 1

2 (cr ± st)) with deg(d−) = α, α = β and γ =
3α,

(d) (z0, z1) = (±t,±s) with β ≤ deg(d−) < γ, α ≥ 0 and γ ≥ α+2β.

Proof. 1. For d− = 0 from (3.1) we get c = a + b ∓ 1
2ruv and because

in this case we have u = v = ±2, obviously we obtain c = c± = a + b ∓ 2r.
Hence, we get γ = β. In case α < β, we get C = B and in case α = β, we get
C = A+B ∓ 2

√
AB.

From cd− + 4 = w2 we get w = ±2. Since Lemma 2.3 implies deg(wn) ≥
γ/2 for n ≥ 1, we have w = w0 = z1 = ±2 and, similarly, v = v0 = z0 = ±2.

2.(a) First, we assume that α = 0 and, as we earlier saw, because we can-
not have two different constants in a D(4)-quadruple in Z[i][X], we conclude
d− = a ∈ Z[i]. By (1.5) we get

(a+ u)(a− u) = −4, a, u ∈ Z[i].

This is possible only for a = ±2i, u = 0. Furthermore, we easily conclude

(3.9) c = −b+ 2a = −b± 4i

by (3.4). So, in this case, we have β = γ. The equation cd−+4 = w2 becomes
±2ci + 4 = w2 and, because ±2ci + 4 = s2, we get w = ±s. Using Lemma
3.7 the equation vm = wn = ±s with m,n ∈ {0, 1} is obtained. Now we deal
with each case separately.

If we have (m,n) = (0, 0), by (2.10) and (2.11), we get z0 = z1 = ±s.
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For (m,n) = (0, 1), by (2.10) and (2.11), we get

(3.10) z0 =
1

2
(tz1 + cy1) = ±s.

By (1.5) and (3.10) we easily get ± 1
2 (cr± st) =

1
2 (tz1 + cy1), or equivalently,

(3.11) c(±r − y1) = t(z1 ∓ s).
Let g = gcd(c, t). Because bc + 4 = t2, we conclude g ∈ Z[i]. Then c = gc1,
t = gt1 for some polynomials c1, t1 ∈ Z[i][X] and deg(c1) = γ = deg(t1).
Since gcd(c1, t1) = 1, we have

t1 | (±r − y1).
From ab + 4 = r2 we know deg(r) = γ

2 and from (2.5) we have deg(y1) ≤ γ
2 ,

so, the only possibility is y1 = ±r and z1 = ±s.
If (m,n) = (1, 0), we get the equation 1

2 (sz0 + cx0) = z1 = ±s, or equiva-
lently, cx0 = s(±2−z0). Similarly as before, let g = gcd(c, s). From ac+4 = s2

we know that g ∈ Z[i] and there exist c1, s1 ∈ Z[i][X], deg(c1) = γ, c = gc1,
s = gs1. Then

c1 | (±2− z0).
From (2.4) we get deg(z0) < γ, so we must have z0 = ±2. But then cx0 = 0,
which implies x0 = 0 and that is a contradiction to (2.2).

Finally, if we set (m,n) = (1, 1), we obtain 1
2 (sz0 + cx0) =

1
2 (tz1 + cy1) =

±s. Similarly as in case (m,n) = (1, 0), this is not possible.
2.(b) Let d− ∈ Z[i]\{0, a}. Because d− is a constant polynomial and we

cannot have two or more constants in a D(4)-quadruple, we conclude α > 0.
By Lemma 3.4, we know γ = α+β. Using (1.5), we get w = ± 1

2 (cr±st) ̸= s, so

from Lemma 3.7 we conclude vm = wn = ± 1
2 (cr± st), for some m,n ∈ {0, 1}.

Setting (m,n) = (0, 0), we obtain z0 = z1 = ± 1
2 (cr ± st).

In the case (m,n) = (0, 1), we get z0 = 1
2 (tz1+ cy1) = ±

1
2 (cr± st), which

again implies (3.11), or y1 = ±r and z1 = ±s. From γ = α + β and (2.5) we
easily obtain a contradiction.

For (m,n) = (1, 0) we deal with 1
2 (sz0 + cx0) = z1 = ± 1

2 (cr± st) and get
x0 = ±r, z0 = ±t, which leads again to contradiction using (2.4).

Finally, by analogous reasoning as in the cases (m,n) = (0, 1) and (m,n)
= (1, 0), we obtain a contradiction in the last case for (m,n) = (1, 1).

3. For deg(d−) > 0 by Lemma 3.4 we have γ > α + β. Also, by Lemma
3.7, d− occurs from vm = wn = ± 1

2 (cr ± st) for some m,n ∈ {0, 1}. From

deg(d−) = γ − α− β and cd− + 4 = w2, we get

(3.12) deg(w) = γ − α+ β

2
< γ.

For start, we consider (m,n) = (0, 0) and, using (2.10) and (2.11), we get that
z0 = z1 = ± 1

2 (cr ± st). By (3.12) and (2.5), we get γ ≤ 2α + β, which by
Lemma 3.4 implies deg(d−) ≤ α. Thus, α > 0.
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In the case (m,n) = (0, 1), we again observe the equalities (3.10) and
(3.11). As before we conclude y1 = ±r and z1 = ±s. Analogously, by (3.12)
and (2.4), we get γ ≤ α + 2β which by Lemma 3.4 leads us to conclusion
that deg(d−) ≤ β. Since deg(z1) = deg(s) = α+γ

2 , inequality (2.5) leads us to
γ ≥ 2α+ β, so we easily get deg(d−) ≥ α.

The next case that we deal with is (m,n) = (1, 0), where similarly as in
the previous case we get x0 = ±r, z0 = ±t for z1 = ± 1

2 (cr ± st). We get
α+ 2β ≤ γ ≤ 2α+ β which implies α = β and γ = 3α.

Finally, for (m,n) = (1, 1), by following similar arguments as before, we
obtain z0 = ±t and z1 = ±s and consequently, by (2.4) and (2.5), we get
β ≤ deg(d−) < γ and α ≥ 0 with γ ≥ α+ 2β.

4. Precise definition of the initial terms

Now it is time to determine all the possible initial terms of the recurring
sequences (vm)m≥0 and (wn)n≥0 for the extension of the D(4)-triple {a, b, c}
in Z[i][X].

Lemma 4.1. 1. If the equation v2m = w2n has a solution, then z0 =
z1.

2. If the equation v2m+1 = w2n has a solution, then (z0, z1) = (±2,±s)
or (z0, z1) = (±s,±2) or z1 = 1

2 (sz0±cx0) (where x0 is not a constant
polynomial.)

3. If the equation v2m = w2n+1 has a solution, then (z0, z1) = (±t,±2)
or (z0, z1) = (±s,±2) or z0 = 1

2 (tz1±cy1), (where y1 is not a constant
polynomial.)

4. If the equation v2m+1 = w2n+1 has a solution, then (z0, z1) =
(±2, 12 (±cr ± st)), or (z0, z1) = ( 12 (±cr ± st),±2), or

1
2 (sz0 + cx0) =

1
2 (tz1 ± cy1) or

1
2 (sz0 − cx0) =

1
2 (tz1 ± cy1).

Proof. 1. For v2m = w2n we use the congruences from Lemma 2.5
and get z0 ≡ z1 (mod c). According to (2.4), we conclude deg(z0) < γ,
deg(z1) < γ, and consequently z0 = z1.

2. We have v2m+1 = w2n. According to congruences from Lemma 2.5 we
conclude v1 ≡ z1 (mod c), or more precisely sz0 + cx0 ≡ 2z1 (mod c), i.e.
sz0 ≡ 2z1 (mod c).

First, we observe the case z0 = ±2 and x0 = ±2. If α < γ, for z0 = 2, we
get z1 = s and for z0 = −2 we get z1 = −s. If α = β = γ, from Lemma 3.2
we know c = a+ b± 2r, and by observing degrees of v2m+1 and w2n we get a
contradiction.

When z0 is not a constant polynomial, we know from Lemma 2.2 that
deg(z0) ≥ γ

2 , deg(x0) ≥
α
2 . We first assume that x0 is a constant polynomial,

meaning α = 0. Lemma 2.8 implies z0 = ±s. Since s2 ≡ 4 (mod c), from
sz0 ≡ 2z1 (mod c) we have z1 = 2 if z0 = s and z1 = −2 if z0 = −s.
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If x0 is not a constant, then from

(4.1) (cx0 + sz0)(cx0 − sz0) = 4c2 − 4ac− 4z20 ,

we conclude that either (cx0 + sz0) or (cx0 − sz0) has degree less that γ and
is congruent to 2z1 (mod c). Hence, equality z1 = 1

2 (cx0 ± sz0) holds.
3. According to Lemma 2.5 we have z0 ≡ 1

2 (tz1 + cy1) (mod c).
For z1 = ±2, we first observe a case when β < γ and get 2z0 = tz1,

implying (z0, z1) = ±(t, 2). If β = γ, then from Lemma 3.4 we have deg(d−) =
0 and from Remark 3.5 we know d− = a = ±2i or c = a + b ± 2r. In the
first case, we get z0 = ±2. Then y1 = ±2 and x0 = ±2, so v1 = ±s ± c and
w1 = ±t ± c. Since c = −b + 2a and t = ±i(b − a), we see that deg(v1) =
deg(w1) = γ. By using Lemma 2.3 we get a contradiction. In second case,
when c = a+ b± 2r, we get z0 = ±s.

If z1 is not a constant polynomial, then we know that deg(z1) ≥ γ
2 and

deg(y1) ≥ β
2 . We have

(4.2)
1

4
(tz1 + cy1)(tz1 − cy1) = bc− c2 + z21

and one of the polynomials 1
2 (tz1 + cy1) or

1
2 (tz1 − cy1) has degree less than

γ and they are both congruent to z0 (mod c). So, one of these polynomials
is z0.

4. Finally, in the last case we have v2m+1 = w2n+1, and analogously as
in previous cases, we conclude sz0 ≡ tz1 (mod c). If x0, y1 are not constants,
then again we conclude that one of the polynomials 1

2 (cx0+sz0),
1
2 (cx0−sz0)

and one of the polynomials 1
2 (cy1 + tz1),

1
2 (cy1 − tz1) have degrees less than

γ and are congruent to each other modulo c, so they have to be equal.
If z0 = ±2, we get 4z1 ≡ ±2st (mod c), which can be expressed as

4z1 ≡ ±2(st± cr) (mod c). In the equality

4(±st+ cr)(±st− cr) = 16ac+ 16bc+ 64− 16c2,

one of the polynomials within parentheses has degree less than γ, the other
one obviously has degree γ + α+β

2 . So, 1
2 (±st ± cr) = z1 and in this case

deg(z1) ≤ γ− α+β
2 . Recall that we have cd−+4 = z21 , so deg(z1) =

γ
2+

deg(d−)
2 .

If deg(z1) < γ − α+β
2 , Lemma 3.4 implies d− = 0, β = γ and z1 = ±2.

If deg(z1) = γ − α+β
2 , because it has to be deg(z1) ≤ 3γ−β

4 , it follows
γ ≤ 2α + β. As a special case, let’s observe the case β = γ. If α > 0, we get
deg(z1) <

γ
2 . So, in this case, we have d− = 0 and z1 = ±2. If α = 0, then

deg(z1) =
γ
2 . So, deg(d−) = 0 and d− = a while z1 = ±s.

Now we deal with the case when z0 ̸= ±2 and x0 is a constant. As above,
z0 = ±s, so ±s2 ≡ tz1 (mod c), or ±4 ≡ tz1 (mod c). After multiplying the
congruence by t, we obtain ±4t ≡ 4z1 (mod c). If β < γ, we have z1 = ±t and
y21 = b2 + 4, a contradiction. If β = γ, we observe ±4 ≡ tz1 ± cy1 (mod c). If
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deg(z1) ≥ γ
2 , then deg(y1) ≥ β

2 and y1 is not a constant. As above, we obtain
a contradiction.

Consider now a general case when α ≤ β ≤ γ and z1 = ±2. After mul-
tiplying the congruence sz0 ≡ tz1 (mod c) by s, we get 4z0 ≡ ±2st (mod c)

and we can write 4z0 ≡ ±2(cr ± st) (mod c). Since deg(z0) < γ − α+β
2 , we

conclude z0 = ± 1
2 (cr ± st). As in the case z1 = ± 1

2 (cr ± st) we can observe

separately the case β = γ. If α > 0, we have d− = 0. Since ad− + 4 = z20 ,
then z0 = ±2. If α = 0 then deg(d−) = 0 and d− = a imply z0 = ±s.

By using Lemmas 3.4 and 3.8 we get the next result.

Lemma 4.2. Let {a, b, c} be a D(4)-triple in Z[i][X] with β < γ = α+2β.
In this case, (a, b, d−, c) is one of the following:

i) (a, b, a+b+2r, r(r+a)(b+r)) and s = ±(a(b+r)+2), t = ±(b(a+r)+2),
ii) (a, b, a+b−2r, r(r−a)(b−r)) and s = ±(a(b−r)+2), t = ±(b(r−a)−2),
iii) (±2i, b, −b± 4i, ∓2ib2− 8b± 10i) and s = ±(∓2b+4i), t = ±(bir± r).

We consider the intersection of the recurrent sequences (2.10) and (2.11),
i.e. we are interested in the solutions of the equation vm = wn. The
next proposition treats all possible (m,n) such that the condition {0, 1, 2} ∩
{m,n} ≠ ∅ and Lemma 2.4 hold, proving that the only possibilities obtained
in these cases are d = d+ or deg(d) < γ.

Proposition 4.3. Let {a, b, c} be a polynomial D(4)-triple. We assume
that vm = wn. If {0, 1, 2} ∩ {m,n} ≠ ∅, then either deg(d) < γ or d = d+.
For (m,n) ∈ {(1, 1), (1, 2), (2, 1), (2, 2)} we get d = d+.

Proof. From Lemma 2.4 and the condition {0, 1, 2}∩{m,n} ≠ ∅ we get
(m,n) ∈ {(0, 0), (0, 1), (1, 0), (1, 1), (1, 2), (2, 1),

(3, 1), (2, 2), (2, 3), (3, 2), (4, 2), (5, 2)}.
To illustrate specific details and different techniques, we provide proof

only for the cases (m,n) = (2, 2) and (m,n) = (2, 3). Other cases can be
proved similarly. The proof follows ideas from [9, Proposition 1].

Let (m,n) = (2, 2), i.e. z = v2 = w2. From Lemma 4.1, we know that
z0 = z1. Hence, (2.10) and (2.11) together with (1.1) imply

(4.3) sx0 − ty1 = (b− a)z0.
From the initial system of Pellian equations (2.2) and (2.3) we have

(4.4) (b− a)2z20 = 4(b− a)2 + (b− a)(cy21 − cx20),
and after squaring (4.3), we get

(4.5) (sx0 − ty1)2 = (tx0 − sy1)2 + (b− a)(cy21 − cx20).
Combining (4.3), (4.4) and (4.5), it is obtained

(4.6) tx0 − sy1 = ±2(b− a).
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From (2.2) and (2.3) we have s2(bx20 + 4(a − b)) = as2y21 , and (4.6) leads to
a(tx0 ∓ 2(b− a))2 = as2y21 . Hence,

(b− a)(4x20 ± 4atx0 + a2t2) = (b− a)(ab+ 4)(ac+ 4),

which leads to 2x0 ± at = ±rs. Since x0 = ± 1
2 (rs ± at), from (2.2) we

get z0 = ± 1
2 (cr ± st), and since z1 = z0, we have y1 = ± 1

2 (rt ± bs) from
(2.3). There are 8 combinations to observe, but only two of them satisfy (4.3)
and (4.6), namely x0 = 1

2 (rs ± at), z0 = − 1
2 (cr ± st), y1 = 1

2 (rt ± bs) and

x0 = − 1
2 (rs ± at), z0 = 1

2 (cr ± st), y1 = − 1
2 (rt ± bs). From those we obtain

v2 = ± 1
2 (st ± cr). It is now easy to see d = (v22 − 4)/c = d±, i.e. d = d+ or

deg(d) < γ.
Let (m,n) = (2, 3). We have z = v2 = w3. We observe all possible

(z0, z1) from Lemma 4.1. First, consider the case z1 = ±2 and z0 = ±t. From
(2.2) and (2.3), we get x0 = ±r and y1 = ±2. From the proof of Lemma
4.1 we know that in this case β < γ. Then deg(v1) = γ ± (α + β)/2 and
deg(w1) = γ. From Lemma 2.3 we have deg(w3) = β + 2γ and deg(v2) ∈
{(2α+ β + 3γ)/2, (3γ − β)/2}. Since v2 = w3, we get obvious contradictions
in both cases.

Now, let’s deal with the case when z1 = ±2 and z0 = ±s. According to
the proof of Lemma 4.1, we have c = a + b ± 2r and β = γ. In this case,
y1 = ±2 and from (2.2) we have x20 = a2 + 4 which implies deg(x0) = α = 0
and x0 = 0, a = ±2i. Since we also know that t = ±(b ± r) it is easy to
see from (2.11) and (2.10) that deg(w1) ∈ {γ, γ/2} and deg(v1) = γ. From
Lemma 2.3 we have deg(w3) ∈ {3γ, 5γ/2} and deg(v2) = 3γ/2. So v2 = w3

cannot hold for γ > 0.
Now, let’s observe the case z1 ̸= ±2. Notice that (2.10) and (2.11) and

v2 = w3 imply

(4.7) z = z0 +
1

2
c(az0 + sx0) =

1

2
tz1 +

1

2
c(btz1 + 3y1) +

1

2
bc2y1.

From Lemma 4.1, we have z0 = 1
2 (tz1±cy1), such that deg(z0) < γ. First,

we assume z0 = 1
2 (tz1 − cy1). Then (4.7) implies

(4.8) az0 + sx0 = b(tz1 + cy1) + 4y1.

Since one of the polynomials 1
2 (tz1 ± cy1) has the degree γ + deg(y1), this

must be the polynomial 1
2 (tz1 + cy1). By (4.8) we get deg(az0 + sx0) =

β + γ + deg(y1). But, on the other hand, from (2.4) we have

deg(az0 + sx0) ≤ max{deg(az0),deg(sx0)} ≤
3α+ 3γ

4
,

which implies γ ≤ −β, a contradiction.
Now we assume z0 = 1

2 (tz1 + cy1). Notice that w1 = z0. From (4.7) we
have

(4.9) az0 + sx0 = 2y1 + 2bz0.
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Since z0 ̸= ±2, if x0 is a constant, then from (2.8) we have α = 0. By Lemma
2.8 we have z0 = ±s, so deg(z0) = γ

2 and x0 = 0. Then (4.9) becomes
az0 = 2y1 + 2bz0 and after comparing degrees on both sides of that equality
we have γ

2 = β + γ
2 , which is a contradiction with β > 0. So, x0 cannot be a

constant. Since

(4.10) (az0 + sx0)(az0 − sx0) = 4a2 − 4ac− 4x20,

we get that one of the polynomials az0±sx0 has a degree less than or equal to
α+γ
2 +deg(x0) and the other one has degree α+γ

2 −deg(x0). But (4.9) implies
deg(az0 + sx0) = β + deg(z0) ≥ β + γ

2 , so we must have deg(az0 + sx0) =
α+γ
2 +deg(x0). From β+deg(z0) =

α+γ
2 +deg(x0) and deg(z0) =

γ−α
2 +deg(x0)

we conclude α = β. If we transform (4.9) into

(4.11) sx0 − az0 = 2y1 + 2z0(b− a),
we get

(4.12) deg(2y1 + 2z0(b− a)) ≤
α+ γ

2
− deg(x0).

If deg(b − a) > 0, then (4.12) leads us to the conclusion deg(x0) <
α
2 , a

contradiction. Hence, deg(b− a) = 0 and by (4.12) we obtain deg(z0) =
γ
2 , so

deg(x0) =
α
2 . Additionally, we can rearrange (4.11) into the equation

(4.13) sx0 − 2y1 − bz0 = z0(b− a),
where the degree of the right-hand side is γ

2 . From z0 = 1
2 (tz1 + cy1) and

(1.1), we get sx0 − 2y1 − bz0 = sx0 − 1
2 t(bz1 + ty1), so

(4.14) deg

(
sx0 −

1

2
t(bz1 + ty1)

)
=
γ

2
.

First, let’s observe the case 0 < α = β < γ. From (1.1) and (2.3), we conclude
that one of the polynomials 1

2 (bz1 ± ty1) has a degree β + deg(z1) and the
other γ − deg(z1). None of these possibilities is compatible with (4.14).

It remains to observe the case 0 < α = β = γ. In this case we have
deg(x0) = deg(z0) = deg(z1) = deg(y1) =

γ
2 . According to Lemma 3.2 we get

c = a+ b± 2r. We set b− a = k, for k ∈ Z[i]. From (1.1) we get

(4.15) a2 + ka+ 4 = r2.

If we denote the leading coefficients of the polynomials a and r by A1 and
R1, respectively, it follows A1 = ±R1. Note that in the case A1 = −R1 we
have s = ±(a − r) and t = ±(b − r) and if A1 = R1 then s = ±(a + r) and
t = ±(b + r). Equality (4.15) transforms into (a + 2)2 − 4a + ka = r2. We
conclude

a(k − 4) = (r − a− 2)(r + a+ 2).

One of the polynomials r−a−2 and r+a+2 is a constant polynomial. Let’s
first assume that r + a + 2 is a constant polynomial, i.e. A1 = −R1. If we
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observe these polynomials as polynomials in C[X], we have a · p = r − a − 2
where p = (k − 4)/(r + a + 2) is a constant polynomial in C[X]. Hence,
a(p + 1) = r − 2. After comparing leading coefficients, we have A1(p + 1) =
R1 = −A1, i.e. p+ 1 = −1. So,

k − 4 = −2(r + a+ 2) = −2(r + a)− 4,

which implies k = −2(r + a). Inserting it into previous equations leads to
r = −a± 2, b = a∓ 4, c = 4a∓ 8, s = ±(2a∓ 2) and t = ±(2a∓ 6). Notice
that s = ±(t∓ 4).

If we observe the case when r − a − 2 is a constant polynomial, we get
k = 2(r − a), r = a ± 2, b = a ± 4 and c = 4a ∓ 8. Also s = ±(2a ± 2) and
t = ±(2a± 6), so s = ±(t± 4).

After inserting everything calculated into (4.14), we get

deg

(
t(±x0 −

1

2
(bz1 + ty1))± 4x0

)
=
γ

2
.

This implies x0 = ± 1
2 (bz1 + ty1) and ±4x0 = (b− a)z0. Since b− a = ±4, we

also have x0 = ±z0. From (2.2) we easily get z0 = ±2 which implies γ = 0, a
contradiction.

We can introduce the following gap principle which will be used in the
main theorem. The proof is analogous as in [9, Lemma 5], so it is omitted.

Lemma 4.4. Let {a, b, c, d} be a polynomial D(4)-quadruple and let α,
β, γ, δ be the degrees of the polynomials a, b, c, d, respectively. We assume
α ≤ β ≤ γ ≤ δ. Then either

δ ≥ 3β + 5γ

2
> γ or d = d+.

We can assume that {a, b, c, d′} is an irregular polynomial D(4)-quadruple
where α, β, γ, δ are the degrees of the polynomials a, b, c, d′, respectively, α ≤
β ≤ γ, β, γ > 0, and deg(d′) = δ such that δ is minimal possible among all
irregular polynomial D(4)-quadruples over Gaussian integers. We will prove
that there is no such quadruple.

In Lemma 3.7 we have already shown if d = d−, then m,n ∈ {0, 1}. Now
we consider other cases of interest.

Lemma 4.5. Let {a, b, c} be a D(4)-triple in Z[i][X]. Let vm = wn and

let d =
v2m − 4

c
.

a) If d = d′, then vm = wn = ±z, for m,n ≥ 3,
b) If 0 ∈ {m,n}, then d = d− or d = 0 ̸= d− or d = ±2i ̸= d−,
c) If (m,n) = (1, 1), then d = d− or d = 0 ̸= d− or d = ±2i ̸= d− or d = d+

and γ ≥ α+ 2β.
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Proof. a) If d = d′, by Proposition 4.3 we conclude m,n ≥ 3.
b) If 0 ∈ {m,n}, then from Proposition 4.3 we have deg(d) < γ. By

Lemma 3.4, we can have d = d−. Since deg(d+) > γ, we conclude d ̸= d+.
Using Lemma 4.4 and the minimality assumption, the only possible irregular
quadruples {a, b, c, d} are those with d = 0 or d = ±2i.

c) Again, by Proposition 4.3, we have either deg(d) < γ or d = d+.
If deg(d) < γ, for {a, b, c, d} irregular D(4)-quadruple, by the minimality
assumption, we obtain d = 0 or d = ±2i or d = d−. If d = d+, (1.5) and (3.5)

imply deg(w+) = γ + α+β
2 . Since w+ = v1, inequality γ ≥ α+ 2β is obtained

from (2.14).

By using Lemmas 3.7 and 4.5 we can also emphasize some more details
about the initial terms and degrees by listing each case from the proof of
Lemma 4.1 separately. The proof follows ideas from [12, Lemma 4.3] and
[13, Lemma 4.3].

Lemma 4.6.

1. If v2m = w2n, then
a) z0 = z1 = ±2, or
b) z0 = z1 = ±s and α = 0, or
c) z0 = z1 = ± 1

2 (cr ± st) and α > 0, α+ β ≤ γ ≤ 2α+ β.
2. If v2m+1 = w2n, then

a) (z0, z1) ∈ {(2, s), (−2,−s)}, γ ≥ 2α+ β, or
b) (z0, z1) ∈ {(s, 2), (−s,−2)}, α = 0, (x0 = 0, a = ±2i), or
c) (z0, z1) = (±t,± 1

2 (cr ± st)) and α = β and γ = 3α.
3. If v2m = w2n+1, then

a) (z0, z1) ∈ {(t, 2), (−t,−2)} and β < γ, or
b) (z0, z1) = (±s,±2), c = a+ b± 2r, α = 0 and β = γ or
c) (z0, z1) = (± 1

2 (cr ± st),±s) and α ≥ 0 and 2α + β ≤ γ ≤ α + 2β
(special case is (z0, z1) = (±s,±s) and α = 0, β = γ).

4. If v2m+1 = w2n+1, then
a) (z0, z1) = (±2,± 1

2 (cr±st)) and γ ≤ 2α+β, if β = γ we have these
special subcases
i) (z0, z1) = (±2,±2), z0 = z1, α > 0, d− = 0,
ii) (z0, z1) = (±2,±s), α = 0, or

b) (z0, z1) = (± 1
2 (cr± st),±2) and γ ≤ 2α+β, if β = γ we have these

special subcases
i) (z0, z1) = (±2,±2), z0 = z1, α > 0, d− = 0,
ii) (z0, z1) = (±s,±2), α = 0, or

c) (z0, z1) ∈ {(t, s), (−t,−s)} and γ ≥ α+ 2β.

Proof. We present only a short proof of cases 2., 3.b) and 4. Other
cases are proven similarly.

2. We deal with the equation v2m+1 = w2n.
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a) In the case (z0, z1) = ±(2, s), from (2.5) we have

α+ γ

2
= deg(z1) ≤

3γ − β
4

,

implying γ ≥ 2α+ β.
b) If (z0, z1) = ±(s, 2), x0 is a constant and α = 0. Also, from x20 = a2+4,

we conclude x0 = 0, a = ±2i.
c) The last possibility in this case is z1 = 1

2 (sz0 ± cx0) and x0 is not a
constant. Using (2.10) and (2.11) we get ±v1 = w0.

According to Lemma 4.5, we deal with one of the following possibilities
d = d− or d = 0 ̸= d− or d = ±2i ̸= d−. The case when d = d− is described in
3.c) of Lemma 3.8. For d = 0 ̸= d− we have 1

2 (sz0 ± cx0) = ±2, which means
that one of the polynomials sz0 ± cx0 is a constant. If α = γ, by Lemma 4.5
we would get γ = 0, which cannot hold. So, we have α < γ. Since

(sz0 + cx0)(sz0 − cx0) = 4z20 + 4ac− 4c2,

we conclude that deg((sz0 + cx0)(sz0− cx0)) = 2γ. One of these polynomials
is a constant, and the other has degree 2γ which is a contradiction because
of (2.5). In the last case, when d = ±2i ̸= d−, we have 1

2 (sz0 ± cx0) = ±s.
From ac+4 = s2, we see that g = gcd(s, c) is a constant polynomial, so s

g |x0.
Since deg s

g = deg(s) = α+γ
2 , this is not possible for x0 ̸= 0, because it would

be a contradiction with (2.4).
4. By Lemma 4.1 we can have (z0, z1) = (±2,± 1

2 (cr ± st)) or (z0, z1) =

(± 1
2 (cr ± st),±2) or sz0 ± cx0 = tz1 ± cy1.
a) In the case (z0, z1) = (±2,± 1

2 (cr± st)), as in Lemma 3.8 3.a) we have
γ ≤ 2α+ β. From the proof of Lemma 4.1 we see special subcases.

b) If (z0, z1) = (± 1
2 (cr ± st),±2) we make similar conclusions as in a).

c) The proof of this case is the same as [13, Lemma 4.3 (4)].

5. Proof of Theorem 1.6

Analogously as in [2, Lemma 2.14] and [13, Lemma 4.4] we can prove the
next lemma.

Lemma 5.1. Let (vz0,m)m≥0 denote a sequence (vm)m≥0 with an initial
value z0 and (wz1,n)n≥0 denote a sequence (wn)n≥0 with an initial value z1.
It holds that

vt,m = v− 1
2 (cr−st),m+1 = −v 1

2 (cr−st),m+1

and

v−t,m+1 = v 1
2 (cr−st),m

= −v 1
2 (−cr+st),m

for each m ≥ 0. Also, for m ≥ 0

vt,m+1 = v 1
2 (cr+st),m

and v−t,m = v 1
2 (−cr−st),m+1.
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Similarly, for each n ≥ 0 it holds

ws,n = w− 1
2 (cr−st),n+1 = −w 1

2 (cr−st),n+1

and

w−s,n+1 = w 1
2 (cr−st),n

= −w 1
2 (−cr+st),n

.

Also, for n ≥ 0

ws,n+1 = w 1
2 (cr+st),n

and w−s,n = w 1
2 (−cr−st),n+1.

This lemma implies that while proving Theorem 1.6 and considering cases
from Lemma 4.6, we can simplify certain cases by reducing them to ones that
have already been proven. However, there are situations where the degrees do
not match, requiring us to consider these subcases separately. More precisely,

• cases 2.c) and 4.c) are reduced to case 1.c),
• case 3.c) is reduced to case 1.c) but we must observe separately case
α = 0 and case 2α+ β < γ ≤ α+ 2β,

• case 4.a) is reduced to case 2.a) but we must also observe case γ <
2α+ β and, separately, case β = γ,

• case 4.b) is reduced to case 3.a) but we must consider separately case
β = γ.

We want to find all extensions of a D(4)-triple {a, b, c} to a D(4)-
quadruple {a, b, c, d} in Z[i][X]. We reduce the problem of finding those
extensions to the problem of the existence of a suitable solution of equa-
tion vm = wn, where (vm)m≥0 and (wn)n≥0 are binary recurrence sequences
defined by (2.10) and (2.11), for some initial values (z0, x0) and (z1, y1). In
Lemma 4.6 we described all possible initial terms and relations between de-
grees of polynomials that hold in each case. We will prove that neither of
them leads to an irregular D(4)-quadruple with d such that deg(d) > γ. More
precisely, we will show that in all cases we will have d = d+ or deg(d) < γ.

Remark 5.2. In general, for a fixed z0 we have to consider two possibil-
ities ±x0. Since we also consider the case −z0, we can compare the sequence
(2.10) with the values (z0,−x0) and (−z0, x0)

v0 = z0, v1 =
1

2
(sz0 + c(−x0)),

v′0 = −z0, v′1 =
1

2
(s(−z0) + cx0) = −v1.

Note that if z = vm is a solution of the equation (2.2), then −z = v′m = −vm
is also a solution, but the same d is obtained from (2.1). Thus, it is sufficient
to observe only one possibility for x0, but both possibilities ±z0. The same
observation holds for z1 and y1.

Proof of Theorem 1.6. The proof is divided into parts according to
the cases from Lemma 4.6.
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Case 1.a) v2m = w2n, z0 = z1 = ±2.
From (2.8), (2.9) and Remark 5.2 we have x0 = 2 and y1 = 2. Inserting

those values in the congruences from Lemma 2.6 yields

(5.1) ±am2 + sm ≡ ±bn2 + tn (mod c).

We assume that m,n ̸= 0, since from Proposition 4.3 we have that m = 0 or
n = 0 implies deg(d) < γ.

First, let β < γ. Congruence (5.1) must be an equality ±am2 + sm =
±bn2+tn since degrees of the polynomials on both sides are less than deg(c) =
γ. By observing degrees of polynomials on both sides, we get α = β. Using
that observation and deg(v1) = deg(w1), Lemma 2.3 yields m = n. Now, we
have an equality

±m(a− b) = t+ s.

By multiplying it by s− t and using s2 − t2 = c(a− b) we get c = ±m(s− t)
which cannot hold since deg(s− t) ≤ β+γ

2 < γ.
Now, let β = γ. As stated in Remark 3.5, we have d− = 0 or d− =

a = ±2i. If d− = a = ±2i then c = −b ± 4i, v1 = ±s + c, w1 = ±t + c,
so deg(b) = deg(c) = deg(v1) = deg(w1) = γ. Lemma 2.3 now implies
m+ 1

2 = 2n, which cannot hold since m and n are integers.
If d− = 0 then c = a+ b± 2r, s = ±(r± a) and t = ±(b± r). From (5.1)

we see that there exists k ∈ Z[i] such that

(5.2) ±am2 ± (r ± a)m− (±bn2 ± (b± r)n) = k(a+ b± 2r).

First, let us observe the case α < β, i.e. α < deg(r) < β. By compar-
ing coefficients in (5.2) next to b, r, and a, respectively, we get a system of
equations

±n2 ± n = k,(5.3)

±m± n = 2k,(5.4)

±m2 ±m = k.(5.5)

It is easy to conclude that k ∈ Z and from (5.4) that m and n must have
the same parity. After observing all possibilities for signs, the only solution
is (m,n) = (2, 2). After inserting it in expressions from Lemma 2.3 and using
that deg(v1) = deg(w1) = γ, we get α = β, which is a contradiction.

It remains to consider the case α = β = γ. Let denote by A, B and
C = A + B ± 2

√
AB the leading coefficients of a, b and c = a + b ± 2r,

respectively. Also, let S and T denote the leading coefficients of s and t,
respectively. If v1 = ±s+ c and w1 = ±t+ c are both polynomials of degree
less than γ, then S = ±C and T = ±C. On the other hand, s2 = ac + 4
implies C2 = S2 = AC and, similarly, C2 = T 2 = BC. It follows that
A = B = C and C = 2C ± 2R, where R is a leading coefficient of the
polynomial r and R2 = AB = C2 holds. It is now obvious that this is only
true for A = B = C = 0, which cannot hold.
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So at least one of the polynomials v1 and w1 has a degree equal to γ. If
deg(v1) = γ, Lemma 2.3 implies 3

2γ ≥ deg(w1) = γ(2m − 2n + 1) ≥ γ. The
only possibility is deg(w1) = γ and 2m− 2n+1 = 1, i.e. m = n. By inserting
m = n in the equation (5.1) we get

±m2(a− b) ≡ ±m(s± t) (mod c).

It is not hard to see from Remark 3.5 that s±t ∈ {±c,±(a−b)}. If s±t = ±c,
then ±m2(a−b) ≡ 0 (mod c) and if s±t = ±(a−b) then ±(m2±m)(a−b) ≡
0 (mod c). Notice that c = b− a± 2s, so a− b ≡ ±2s (mod c). This implies

±Ms ≡ 0 (mod c),

where M ∈ {2m2, 2m2 ± 2m} is an integer. From ac + 4 = s2 we see that
if a polynomial p ∈ Z[i][X] divides c and s then it also divides 4, which
implies that p is a constant. Then, c

p , a polynomial of degree γ > 0, divides

a constant polynomial M , which holds only if M = 0. The only possibility
is (m,n) = (1, 1), i.e. (2m, 2n) = (2, 2), which, by Proposition 4.3, implies
d = d+.

Case 1.b) v2m = w2n, z0 = z1 = ±s and α = 0.
In this case d0 = a = ±2i. Using (2.8), (2.9) and Remark 5.2 we get

d0 = d1 = a = ±2i, x0 = 0 and y1 = r. From Lemma 2.6 we have

±asm2 ≡ ±bsn2 + trn (mod 2c).

Again, we assume m,n ̸= 0 and multiply this congruence by s. After using
Lemma 2.7 and s2 ≡ 4 (mod c) we get

(5.6) ±4am2 = ±4bn2 + 2n(a+ b− d−) (mod c).

If β < γ, (5.6) is an equality. If deg(d−) < β, by comparing leading
coefficients in that equation, we get 0 = ±4n2 + 2n, which is not possible for
an integer n ≥ 1. Hence, deg(d−) = β and by Lemma 3.4 we have deg(d−) =
γ − β, so γ = 2β. From Lemma 4.2 we have that d− = −b± 4i = −b+ 2a or
d− = a + b ± 2r. In both cases, by comparing coefficients in (5.6), we get a
contradiction with m,n ̸= 0.

If β = γ, from Lemma 3.8 we have d− = 0 or d− = a = ±2i. If d− = 0
then c = a+ b± 2r. From (5.6) there exists k ∈ Z[i], such that

±4am2 − (±4bn2 + 2n(a+ b)) = k(a+ b± 2r),

where we observe all possibilities for signs. Comparing leading coefficients on
both sides of that equation gives ±4n2+2n = ±k and then 2k = 0, i.e. k = 0
and 2n(±2n+ 1) = 0, which cannot hold for n ≥ 1.

If d− = a = ±2i, from Remark 3.5 we have c = −b + 2a. Inserting in
(5.6) yields

±4am2 ∓ 4bn2 − 2nb = k(−b+ 2a), k ∈ Z[i].
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By comparing the coefficients we get ∓4n2 − 2n = −k and ±2m2 = k, i.e.
n(∓2n− 1) = ±m2. On the other hand, since v1 = ± 1

2s
2 and w1 = 1

2 (±ts±
cr) = 1

2 (±(br − ar) ± (−br + 2ar)), we have deg(v1) = γ and deg(w1) ∈{
3γ
2 ,

γ
2

}
. Together with Lemma 2.3 this implies m = 2n or m = 2n − 1.

The system of these two equations has only solution (m,n) = (1, 1), i.e.
(2m, 2n) = (2, 2) which by Proposition 4.3 implies d = d+.

Case 1.c) v2m = w2n, z0 = z1 = ± 1
2 (cr ± st) and α > 0, α + β ≤ γ ≤

2α + β. Note that the value of z0 is ± 1
2 (cr + st) or ± 1

2 (cr − st), depending
on which of the two polynomials has a lower degree.

Since α > 0, we have β < γ. Also, x0 = 1
2 (at ± rs) and y1 = 1

2 (bs ± rt)
can be shown as, for example, in [11].

First, let us observe the case α = β < γ. Similarly as in [5, Lemma 8], we
have

deg(v1),deg(w1) ∈
{
3γ − α

2
,
γ + α

2

}
.

After considering all four possibilities in expressions from Lemma 2.3 and by
comparing the degrees of the polynomials v2m and w2n, we conclude that
m = n. We use congruences from Lemma 2.6, and after multiplying by st and
using (st)2 ≡ 16 (mod c), we obtain

(5.7) ±16(am(m± 1)− bn(n± 1)) ≡ 4rst(n−m) (mod c).

Since m = n, equality 16m(m± 1)(a− b) = 0 holds. This implies m = n = 1.
Hence, from Proposition 4.3 we have d = d+.

Now, we observe the case α < β < γ ≤ 2α + β. In (5.7), after applying
Lemma 2.7, we see that the equality

±16(am(m± 1)− bn(n± 1)) = 8(a+ b− d−)(n−m)

holds.
Notice that deg(d−) ≤ α < β. By comparing leading coefficients we have

±2(−n(n± 1)) = n−m, and then

(5.8) ±2am(m± 1) = (a− d−)(n−m).

If deg(d−) < α, then also ±2m(m ± 1) = n −m so n(n ± 1) = ±m(m ± 1).
Since m and n are positive integers, the only possibility is m = n = 1 which
implies d = d+. On the other hand, if deg(d−) = α, from the previous equality
we have two possibilities to observe. The first possibility is d− = ka, for some

k ∈ Q[i]. Then a2k + 4 = x2, i.e. (a
√
k − x)(a

√
k + x) = −4 if we observe

it over C, which cannot hold for a non-constant a. The second possibility is
that the right-hand side of (5.8) vanishes, i.e. n = m, and then m(m± 1) = 0
implies m = n = 1 and d = d+. This finishes the proof of case 1.c).

As in [12], we can reduce other cases of this proof to this one by using
Lemma 5.1, but it remains to prove this case for the other possibilities besides
deg(d−) ≤ α. The remaining cases are:



24 M. BLIZNAC TREBJEŠANIN AND S. BUJAČIĆ BABIĆ

1. α < deg(d−) < β, (2α+ β < γ < α+ 2β),
2. deg(d−) = β, (γ = α+ 2β),
3. deg(d−) > β, (γ > α+ 2β).

We omit the details of the proof since it is analogous to [12].
Case 2.a) v2m+1 = w2n, (z0, z1) ∈ {(2, s), (−2,−s)} and γ ≥ 2α+ β.
From (2.2) and (2.3) we have x0 = 2 and y1 = r.
From Lemma 2.6 we have

(5.9) ±asm(m+ 1) + 2(2m+ 1) ≡ ±bsn2 + rtn (mod c).

After multiplying by s and using Lemma 2.7, we get

(5.10) ±4am(m+ 1) + 2s(2m+ 1) ≡ ±4bn2 + 2n(a+ b− d−) (mod c).

Let us first observe the case β < γ. From Lemma 3.4 we know α ≤
deg(d−) < γ, so we conclude that congruence (5.10) is an equality

(5.11) ±4am(m+ 1) + 2s(2m+ 1) = ±4bn2 + 2n(a+ b− d−).

Also, it is easy to see that deg(v1) = γ and deg(w1) ∈
{
γ + α+β

2 , γ − α+β
2

}
.

We insert these values into expressions from Lemma 2.3, and v2m+1 = w2n

implies

(5.12) 2m(α+ γ) = (2n− 1)(β + γ)± (α+ β).

We assume m,n ≥ 0. First, the case β < α+γ
2 = deg(s) is observed. By

(5.11) we see that deg(d−) =
α+γ
2 and from Lemma 3.4 we have γ = 3α+2β.

Together with β < α+γ
2 this implies α ̸= 0. Then deg(as) = 3α+β, deg(bs) =

2α + 2β and deg(rt) = 2α + 2β are all less than γ implying that (5.9) is an
equality. Now observe the case α ̸= β. If we denote leading coefficients of
polynomials a, b, c, r, s, t with A,B,C,R, S, T , respectively, then we see that

±BSn2 = RTn.

After squaring and using R2 = AB, S2 = AC and T 2 = BC, we get n = 1.
Lemma 2.4 implies 1 ≤ m ≤ 2. Inserting each option in (5.12) yields a
contradiction with 0 < α ≤ β. If α = β, then (5.12) implies m = n − 1/3 or
m = n− 2/3, which cannot hold.

If β > α+γ
2 , then 2β − α > γ. Also, by observing (5.11), we see that

deg(d−) = β must hold, so γ = 2β + α, which implies α < 0, a contradiction.
If β = α+γ

2 , we have γ = 2β − α and, since γ ≥ 2α + β, we have β ≥ 3α
and γ ≥ 5α. Let α = 0. Then γ = 2β = 2β + α, so we have one of the
options from Lemma 4.2. If c = r(r ± a)(b ± r), then d− = a + b ± 2r and
s = ±(a(b± r) + 2). We insert that in (5.11) and get

±4am(m+ 1)± 2(ab± ar + 2)(2m+ 1) = ±4bn2 ± 4nr.
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We compare coefficients next to polynomials b and r and get a system

±2a(2m+ 1) = 4n2,

±2a(2m+ 1) = 4n,

which doesn’t have solutions in positive integersm,n, a. If c = ∓2ib2−8b±10i,
then a = ±2i, d− = −b + 2a and s = ±(∓2b + 4i). Again, we insert it in
(5.11) and get

±4am(m+ 1) +±2(∓2b+ 4i)(2m+ 1) = ±4bn2 + 2n(2b− a).
We compare coefficients next to polynomial b and get ±(2m+ 1) = ±n2 + n,
which cannot hold since ±n2 + n is an even and 2m+ 1 is an odd integer.

Let α > 0. Then α ≤ deg(d−) = β − 2α < β. We use (5.11) to define a
polynomial

g := nd− + (±2m(m+ 1)− n)a = (±2n2 + n)b− (2m+ 1)s

and see that deg(g) ≤ deg(d−). First, assume that deg(g) = deg(d−) = β−2α.
If we rewrite congruence (5.9) such that s is collected on the left-hand side
and square it, we get

(5.13) 4(am(m+ 1)− bn2)2 ≡ 4n2r2 − 4n(2m+ 1)rt+ 4(2m+ 1)2 (mod c).

From (1.5) and the definition of polynomial g, we have

(5.14) (±2n2 + n)rt = ±gs± (2m+ 1)s2 ± 2(±2n2 + n)v−

and deg(v−) = β−α. Denote kb = ±2n2+n ̸= 0 and ks = 2m+1 > 0. Now we
multiply (5.13) by k2b , insert (5.14) and use s2 ≡ 4 (mod c) and kbb = g+kss
to get a congruence

4k2bm
2(m+ 1)2a2 − 8k2bn

2m(m+ 1)ab+ 4n4g2 + 8ksn
4gs+ 16k2sn

4

(5.15)

≡ 4k2bn
2ab+ 16k2bn

2 + 4k2sk
2
b − 4kbksn(±gs± 4ks ± 2kbv−) (mod c).

Both sides of (5.15) have a degree less than γ = 2β − α, which implies that
(5.15) is equality. If β > 3α, then deg(gs) = 2β − 2α > deg(ab), hence,
the polynomial gs has the highest degree in the said equality. We conclude
2n3 = ±kb = ±(±2n2+n), which doesn’t have a solution in positive integers.
Then it must hold β = 3α, so deg(gs) = deg(ab). If we compare degrees in
the equality arising from (5.15), we see that

8k2bn
2m(m+ 1)ab+ 8ksn

4gs− 4k2bn
2ab± 4kbksngs

must be a polynomial of degree less than or equal to 2α. Furthermore, since
kss = kbb− g, we get that the polynomial

b(8k2bn
2m(m+ 1)a+ 8kbn

4g − 4k2bn
2a± 4k2bng)

also has a degree less than β, which is only possible if the polynomial in
parentheses is equal to zero. This implies that a divides g in C[X], and from



26 M. BLIZNAC TREBJEŠANIN AND S. BUJAČIĆ BABIĆ

the definition of g, we get that a divides d−. Hence, d− = λa, λ ∈ C, which
together with (1.5) implies 4 = (u− −

√
λa)(u− +

√
λa). This cannot hold

since at least one of the polynomials on the right-hand side is not a constant
polynomial.

If deg(g) < deg(d−), then deg(d−) = α and β = 3α, so α > 0 and the
same conclusion can be derived.

Now, it remains to observe β = γ. From γ ≥ 2α + β we have α = 0.
From Remark 3.5 we know that d− = 0 or d− = a = ±2i. If d− = 0, then
c = a + b ± 2r and s = ±(a ± r). From congruence (5.10) we conclude that
there exists k ∈ Z[i] such that

(5.16) ±4am(m+1)± 2(a± r)(2m+1)∓ 4bn2− (2a+2b)n = k(a+ b± 2r).

By observing a leading coefficient (next to b) on both sides of this equation,
we get ∓4n2− 2n = k, which implies that k is an even integer. Inserting that
equality into (5.16) leaves a new equation with a leading coefficient next to
the polynomial r yielding ±(2m+1) = k, meaning k is an odd integer, which
is a contradiction. In the last case, we have d− = a = ±2i, c = −b + 2a and
s = ±ir. Again, we conclude that there exists k ∈ Z[i] such that

(5.17) ±8im(m+ 1)± 2ir(2m+ 1)∓ 4bn2 − 2bn = k(−b± 4i).

By observing the leading coefficients next to b and r, we have ∓4n2−2n = −k
and ±2i(2m+ 1) = 0, which cannot hold.

We will reduce the case 4.a) for β < γ to this case so we must also observe
option γ < 2α + β. We have α > 0 and deg(d−) < α. If β > α+γ

2 , observing

coefficients next to b in (5.11) implies ±4n2 + 2n = 0, which doesn’t have a
solution in positive integers. If β < α+γ

2 , then (5.11) yields 2m+1 = 0, which

cannot hold. It remains to observe the case β = α+γ
2 = deg(s). We have

γ = 2β − α, so α < β < 3α. On the other hand, from (2.5) we get

deg(z1) = deg(s) = β ≤ 3γ − β
4

=
5β − 3α

4
,

which implies β ≥ 3α, a contradiction.
Case 2.b) v2m+1 = w2n, (z0, z1) ∈ {(s, 2), (−s,−2)} and α = 0.
We also have x0 = 0, a = ±2i and y1 = 2. From Lemma 2.6, after using

s2 = ac+ 4 and dividing by c we have

(5.18) ±a± 2am(m+ 1) ≡ ±2bn2 + 2tn (mod c).

If β < γ this congruence is equality so we get n = 0 and 2m(m + 1) = 1
which cannot hold. On the other hand, if β = γ, we have two possibilities
from Remark 3.5.

First, we can have d− = 0, c = a+ b± 2r and t = ±(b± r). As before, we
conclude that there exists k ∈ Z[i] such that congruence (5.18) gives equality

±a± 2am(m+ 1)− (±2bn2 ± 2(b± r)n) = k(a+ b± 2r).
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By observing leading coefficients as before, we get k = ±2n2 ± 2n and 0 =
±2n± 2k which cannot hold.

Second, we have a possibility that a = ±2i, c = −b+2a and t = ±i(b−a).
Similarly as before, from the existence of k ∈ Z[i] such that

±a± 2am(m+ 1)− (±2bn2 ± 2i(b− a)n) = k(−b+ 2a),

we get k = ±2n2 ± 2in. Inserting that in the previous equality yields an
equation

±1± 2m(m+ 1)± 2in = ±4n2 ± 4in,

where we observe all combinations of the signs. Now we see that n = 0, which
implies 2m(m+ 1) = ±1 but it cannot hold for an integer m.

Case 2.c) This case can be reduced to case 1.c) by using Lemma 5.1.
Case 3.a) v2m = w2n+1, (z0, z1) ∈ {(t, 2), (−t,−2)} and β < γ. Also,

x0 = r, y1 = 2. From Lemma 2.6, after dividing by c, we get

(5.19) ±atm2 + rsm ≡ ±btn(n+ 1) + 2(2n+ 1) (mod c).

We multiply the congruence (5.19) by t, use the fact that t2 ≡ 4 (mod c) and
Lemma 2.7 to get

(5.20) ±4am2 + 2m(a+ b− d−) ≡ ±4bn(n+ 1) + 2t(2n+ 1) (mod c).

From Lemma 3.8 we see that d− ̸= 0, so Lemma 3.4 implies 0 ≤ deg(d−) =

γ − α − β < γ. On the other hand, β < deg(t) = β+γ
2 < γ implying that

congruence (5.20) is an equality

(5.21) ±4am2 + 2m(a+ b− d−) = ±4bn(n+ 1) + 2t(2n+ 1).

We assume m,n ̸= 0. Now we observe degrees on both sides of that equa-
tion and conclude from 2(2n + 1) ̸= 0 that deg(t) = det(d−) = β+γ

2 . Since
deg(d−) = γ − α − β, we have γ = 3β + 2α. Then also deg(at) = deg(rs) =
2α + 2β < γ and deg(bt) = 3β + α ≤ γ. First, let us observe the case α ̸= β
and α ̸= 0. Then deg(at) < deg(bt) < γ and congruence (5.19) is an equality.
It implies n(n+ 1) = 0, which cannot hold for an integer n > 0.

Now it remains to observe cases β > α = 0 and α = β. It is easy to see
that deg(v1) ∈ {γ + α+β

2 , γ − α+β
2 } and deg(w1) = γ. Then from Lemma 2.3

we get

(5.22) (2m− 1)(3α+ 3β)± (α+ β) = 4n(2β + α).

If α = β, we get 6m− 3± 1 = 6n which cannot hold for integers m and n.
If α = 0, we get 3m = 4n + 1 or 3m = 4n + 2 in (5.22). Also, we have

γ = 3β and deg(t) = deg(d−) = 2β = α+2β. That means that {a, b, d−} is a
D(4)-triple that satisfies conditions of Lemma 4.2 and, since c = d+(a, b, d−),
we have one of the options

i) d− = r(r ± a)(b± r) and t = ±(ab2 ± abr + 3b± r), or
ii) a = ±2i, d− = ∓2ib2 − 8b± 10i and t = ±(∓2b2 + 5ib± 2).
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If case i) holds, d− = ab2 + 4b ± arb ± r3 + ar2. Now we compare leading
coefficients (next to ab2) in (5.21) and get m = 2n+1 which is a contradiction
since m,n ≥ 0 and 3m = 4n+ 1 or 3m = 4n+ 2. In case ii) we also compare
leading coefficients (next to b2) and get im = ±(2n+ 1) which is an obvious
contradiction.

Let us emphasise that we didn’t use γ ≥ α + 2β in the proof, so we can
reduce case 4.b) to this one.

Case 3.b) v2m = w2n+1, z0 = ±s, z1 = ±2, α = 0 and β = γ.
We have x20 = a2 + 4, so x0 = 0 and d0 = a = ±2i by (2.1). Also

c = a+ b± 2r and y1 = 2. From Lemma 2.6 we have

(5.23) ±2s± casm2 ≡ ±2t+ c(±btn(n+ 1) + 2(2n+ 1)) (mod c2).

It holds that 2(s± t) = 2(a− b) or 2(s± t) = ±2(a± r+ b± r) = ±2c. In the
first case, there would exist k ∈ Z[i] such that 2(a− b) = k · (a+ b± 2r). But
since 0 = α < deg(r) < β we would have k = −2 and k = 0, a contradiction.
In the second case, we replace ±2(s ± t) with ±2c and divide (5.23) with c
and get a congruence

(5.24) ±2± asm2 ≡ ±btn(n+ 1) + 2(2n+ 1) (mod c).

Since, in this case, st ≡ ±4 (mod c), if we multiply the previous congruence
by s = ±(a± r) we get that equality

(5.25) ±2(a± r)± 4am2 ± 4bn(n+ 1)± 2(2n+ 1)(a± r) = k(a+ b± 2r)

holds for a k ∈ Z[i]. Since 0 = α < deg(r) < β, we compare degrees on both
sides and get a system

±4n(n+ 1) = k,

±2± 2(2n+ 1) = 2k,

±2± 4m2 ± 2(2n+ 1) = k.

Again we assume m,n ̸= 0, which implies that this system doesn’t have
solutions in positive integers.

Case 3.c) This case can be reduced to case 1.c) by using Lemma 5.1.
Moreover, Case 3.c) when α = 0 reduces to case 1.b).

Cases 4.a), 4.b) and 4.c) As mentioned earlier, case 4.c) can be reduced
to case 1.c). Also case 4.a) for β < γ can be reduced to 2.a) and the case
4.b) β < γ can be reduced to case 3.a) It remains to prove special subcases
(arising from β = γ) of 4.a) and 4.b).

In 4.a)i) and 4.b)i) we have (z0, z1) = (±2,±2) and z0 = z1, x0 = 2,
y1 = 2. Also, from Lemma 3.2 we know c = a + b ± 2r, s = ±(r ± a),
t = ±(b ± r). Notice that c = ±(t ± s), i.e. t ≡ ±s (mod c), and also
st ≡ ±s2 ≡ ±4 (mod c). From Lemma 2.6 we get
(5.26)
±2(t− s) ≡ c(±(btn(n+1)−asm(m+1))+2(2n+1)−2(2m+1)) (mod c2).
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Let us first observe the case t ≡ −s (mod c). Since the right hand side of
the congruence (5.26) is divisible by c, we conclude that c divides ±2(t− s),
i.e. ±2(t − s) ≡ 0 (mod c), so t ≡ −s (mod c) implies ±4s ≡ 0 (mod c).
Then from s2 = ac + 4, we get that c divides 64, which cannot hold since
γ > 0.

If t ≡ s (mod c), we have, more precisely, that c = ±(t − s), so we can
divide (5.26) by c and get

(5.27) ±2 ≡ ±(btn(n+ 1)− asm(m+ 1)) + 2(2n+ 1)− 2(2m+ 1) (mod c).

If α = β = γ, as in case 1.a) we get m = n so we have

(5.28) ±2 ≡ ±n(n+ 1)(bt− as) (mod c).

Observe that for c = a+b±2r we have bt = ct−at∓2rt ≡ −at∓2rt ( mod c),
which together with t ≡ s (mod c) and st ≡ 4 (mod c) yields

bt− as ≡ −a(t+ s)∓ 2rt ≡ −2at∓ 2rt ≡ −8 (mod c).

So, from congruence (5.28) we conclude that c divides a constant polynomial,
which is possible only for polynomial 0, i.e. ±2±8n(n+1) = 0. This equation
doesn’t have a solution in positive integers.

If α < β then α < deg(r) < β. We multiply (5.27) by s and get

±2s ≡ ±4(bn(n+ 1)− am(m+ 1)) + s(2(2n+ 1)− 2(2m+ 1)) (mod c).

Then there exists k ∈ Z[i] such that

±2(r ± a) =± 4(bn(n+ 1)− am(m+ 1))

± (r ± a)(2(2n+ 1)− 2(2m+ 1)) + k(a+ b± 2r).

When we compare leading coefficients (next to b), we get k = ±4n(n+1) ∈ Z.
Inserting that in the previous equation cancels the polynomial b and we can
compare the leading coefficients next to r, divide by 2 and get ±1 = ±2(n−
m) ± k. This cannot hold since there is an odd integer on the left-hand side
and an even integer on the right-hand side of the equation.

In 4.a)ii) we observe degrees in v2m+1 = w2n+1 as described in Lemma
2.3 and get m = 2n± 1

2 , which is an obvious contradiction since m and n are
integers.

In 4.b)ii), from Lemma 2.6 we see that ±s2 ≡ ±2t (mod c). Notice that
t = ±i(b− a) = ±ic± 4, hence t ≡ 4 (mod c). This yields ±4 ≡ ±8 (mod c)
which implies that c divides a constant polynomial, which is not possible.

For further research, one can consider the problem of the existence of
D(n)-m-tuples in other rings of polynomials, such as polynomials with real or
complex coefficients. In [9] it is proved that the size of a set of polynomials
with complex coefficients having the property that the product of any two
coefficients plus 1 is a perfect square is bounded above by 7. However, it
is not clear what the expected true upper bound is. It would be interesting
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to study the analogous problem for polynomial D(4)-m-tuples with real or
complex coefficients and compare these results with those obtained in the
case of polynomial Diophantine m-tuples.
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POLINOMNE D(4)-ČETVORKE NAD GAUSSOVIM CIJELIM
BROJEVIMA

Marija Bliznac Trebješanin i Sanda Bujačić Babić

Sažetak. Skup {a, b, c, d} četiri ne-nul polinoma iz Z[i][X] naziva se Dio-

fantovom D(4)-četvorkom ako je umnožak bilo koja dva njegova različita

elementa uvećan za 4 kvadrat nekog polinoma u Z[i][X]. U ovom radu
dokazujemo da je svaka D(4)-četvorka iz Z[i][X] regularna, ili ekvivalentno,

da jednakost

(a+ b− c− d)2 = (ab+ 4)(cd+ 4)

vrijedi za svaku D(4)-četvorku iz Z[i][X].


