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Abstract: Conventional corpus retrieval tools are susceptible to malicious attacks, leading to the tampering of corpus resources. To solve this problem, in order to improve 
the security of corpus retrieval, a tamper resistance retrieval method of corpus based on perceptual Hash computer algorithm is proposed. First, the four dimensional chaotic 
map is used to encrypt the corpus resources to achieve Tamper resistance processing of the original corpus resources. Then, the robust features of the corpus resources 
are extracted, and after decomposition and dimensionality reduction, the feature sequence is transformed into a perceptual hash sequence, which facilitates matching the 
retrieval keywords with the hash sequence in the corpus during retrieval, further avoiding unauthorized modifications. Finally, the perceptual hash sequence is input into the 
lightweight neural network for training, and a combination of coarse and fine granularity is used to match the perceptual hash corpus in the corpus with the retrieval hash 
sequence input by the user, obtaining the retrieval results. The experimental results show that the retrieval accuracy of this method is higher than 98%, the tampering rate 
of the corpus is 0, and the retrieval performance and practical application value are greatly improved. 
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1 INTRODUCTION 
 

Corpus is a collection of large amounts of language 
materials collected, organized, and stored from reality, 
with high value and importance. Due to the large scale and 
usually public resources of corpora, ensuring the integrity 
and reliability of their data is crucial for ensuring the 
credibility and traceability of research. 

For linguistics, text book research, information 
technology and other fields, the corpus collects a large 
amount of corpus information, which can assist traditional 
language and Natural language processing research from 
data statistics or case analysis, it is also possible to conduct 
targeted corpus collection and updating work according to 
the research needs of the field, or annotate the collected 
corpus information in different ways, facilitating the 
smooth development of related research. 

With the development and optimization of corpus 
construction and key technologies, the corpus contains 
increasingly rich corpus materials, which not only 
effectively promotes the development of subject education 
and teaching in professional fields, but also provides 
resource support for scientific knowledge popularization, 
scientific research practice, industrial production research 
and development, etc. [1]. However, the extensive 
collection of corpus resources in the corpus has greatly 
increased the difficulty of resource retrieval in the corpus. 
The research on corpus retrieval tools has received a lot of 
attention and achieved certain research results in the early 
stages of their application. 

However, due to the technical design of the corpus 
itself, it is prone to malicious attacks and tampering. How 
to efficiently and accurately retrieve resources from 
corpora and ensure that resource retrieval is not tampered 
with has become a focus of current research. Many 
domestic and foreign corpora have already designed built-
in retrieval tools in the early stages of construction, but the 
retrieval efficiency of built-in retrieval tools is relatively 
low and the retrieval ability is relatively limited, which not 
only cannot meet the specific needs of searchers, but also 
cannot guarantee the authenticity of the retrieval corpus, 
which is not conducive to the effective application of 
corpus resources [2]. In addition, with the continuous 

development of technology, the abuse of digital technology 
and the threat of information tampering are increasing. 
Especially in the era of the Internet, the dissemination of 
information has become extremely easy, leading to issues 
with the authenticity and credibility of information, and 
also posing challenges to the integrity of corpora. Through 
research on anti tampering retrieval methods for corpus, it 
is possible to effectively resist information tampering 
behavior and ensure the security and credibility of corpus 
data. 

At present, some achievements have been made in the 
research of retrieval Tamper resistance methods, and the 
performance of retrieval methods has been improved in 
different aspects. Among them, reference [3] focuses on 
the metadata of cloud logs, chain of custody, and cloud 
files, utilizing blockchain technology to ensure data 
integrity on cloud virtual machines and achieve tamper 
proof access among stakeholders. However, this method 
cannot be transferred to corpus tamper prevention work. 
Reference [4] has designed a special information retrieval 
system for Formulaic language in the corpus based on the 
search engine Elastic search. The system expands the 
corpus according to the common Language change and 
modifier change laws of Formulaic language. In the query 
process, we can realize the corpus search by capturing the 
changes of derivatives or other Formulaic language. 
However, in practical applications, it has been found that 
although language has certain regularity, the changes in 
idioms and idioms are often very specific and individual. 
These changes include local changes in language, changes 
in formal modifiers, and changes in derivative words. 
There are also differences between different idioms and 
idioms. Therefore, fully matching all possible changes is a 
very difficult task. This leads to a low retrieval accuracy of 
this method. Reference [5] utilizes web online tools to 
provide corpus retrieval functionality for essay/correction 
systems, and combines it with the CALL (Computer Aided 
Language Learning) exercise system to create more 
effective retrieval based on learners' misuse. However, 
learners may have inaccurate grammar, spelling, or 
vocabulary when submitting their essays. These errors can 
lead to noise or incorrect data in the learner's corpus, 
thereby reducing the ability of the method to perform 
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accurate matching. Reference [6] proposed to combine the 
segmented fuzzy C-means clustering algorithm with the 
Inverted index algorithm for document content retrieval, 
and achieve the matching of retrieval resources and 
retrieval requirements with Hamming distance as the 
standard, although Hamming distance is a commonly used 
measure of the difference between two binary strings. 
However, in document retrieval, Hamming distance only 
considers differences in document content, without 
considering differences in document structure and 
semantics. This means that even if two documents are 
semantically identical but structurally slightly different, 
their Hamming distance may still be significant. Therefore, 
using only Hamming distance to match retrieval resources 
and requirements may result in ineffective identification of 
tampered or modified documents. Reference [7] improved 
the fuzzy rough subset theory using region mining 
algorithms to enhance the correct decision-making ability 
of fuzzy rough subsets for uncertain data. Remove 
redundant attributes from the database to improve the 
efficiency of data resource retrieval and the accuracy of 
retrieval result sorting. In this study, the region mining 
algorithm is a data mining algorithm used to discover 
hidden patterns and association rules in datasets. Although 
it has certain data analysis capabilities, it may not be well 
applied in tamper proof scenarios. Anti tampering mainly 
involves verifying and protecting the integrity and 
authenticity of data, and region mining algorithms may not 
provide effective solutions to these problems. 

However, when using the above methods for corpus 
resource retrieval, it was found that although the above 
methods can improve the resource security of the corpus to 
a certain extent, the corpus information of the corpus has 
always been exposed in the network during retrieval work, 
and attackers can maliciously tamper with the corpus 
content, causing unpredictable impact on the research and 
application of the corpus resources. 

Based on the above analysis, this study designed a 
tamper-resistant corpus retrieval method using perceptual 
hashing. The design idea is as follows: 

① Using chaotic mapping algorithm to encrypt the 
original corpus in the corpus, thereby reducing the 
probability of tampering during the process of uploading 
the corpus to a public server. 

② Robust feature extraction and processing of 
encrypted corpus. By using wavelet analysis and Laplacian 
mapping, robust features of the corpus are obtained. After 
dimensionality reduction, a hash corpus sequence is 
generated according to perceptual hash algorithm rules. 

③ The fingerprint features of the perceptual hash 
corpus sequence are used as similarity matching objects, 
and after being trained and processed by a lightweight 
neural network, the retrieval results are output in 
descending order of similarity. 
 
2 RESEARCH ON TAMPER RESISTANCE RETRIEVAL 

METHODS OF CORPUS 
2.1 Tamper Resistance Processing of Corpus 
 

The majority of corpus resources stored in a corpus are 
text resources, which are labeled as different categories 
during collection. When users use a corpus for corpus 
resource retrieval, the search keywords they use are 

matched with the annotation labels to obtain the retrieval 
results. However, in the above process, the corpus data is 
highly susceptible to malicious tampering, and the 
tampered corpus resources are difficult to distinguish 
through simple sequence correlations, leading to corpus 
application problems. The Tamper resistance processing of 
corpus is mainly to encrypt the original corpus when the 
corpus is uploaded to the physical server of the corpus 
using encryption algorithms, so as to ensure the security of 
the corpus stored in the open server of the corpus. The 
resources in the corpus are directly stored in the form of 
digital Character encoding, which makes malicious 
tampering difficult. This study converts all document type 
resources in the corpus into images to improve the 
construction efficiency of subsequent perceptual hash 
algorithms. In this study, the chaotic mapping principle is 
used to encrypt the original corpus image to prevent 
Tamper resistance. 

Chaotic mapping is a highly unpredictable and 
sensitive initial value dependent dynamic system. Using 
chaotic mapping to encrypt corpus resources can enhance 
data security and prevent unauthorized access and 
tampering. At the same time, the sequences generated by 
chaotic mapping have nonlinear characteristics, which 
makes it more difficult for attackers to infer and recover 
the original information through mathematical methods 
after encryption of corpus resources. 

In the process of corpus image encryption, chaotic 
mapping can insert scrambling sequences between 
different pixel points, ensuring that the probability of real 
corpus being tampered with is reduced when the corpus is 
maliciously tampered with [8]. Fig. 1 shows the flowchart 
of chaotic corpus encryption processing. 
 

Figure 1 Block diagram of chaotic encryption for corpus images 
 

The principle formula of Henon mapping is as follows: 
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In the formula, α and β are the control parameters of 

the Henon map, respectively; u, v is a chaotic sequence 
variable, respectively. 

Set the control parameter values of Henon mapping 
according to Initial condition such as the size of the corpus 
image and the number of pixels. Among them: 
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① The size of the corpus image: The size of the corpus 
image can affect the selection of control parameters for 
Henon mapping. Larger images may require more complex 
and diverse control parameters to ensure that the generated 
chaotic sequence has sufficient randomness and diffusion. 

② Number of pixels: The number of pixels in the 
corpus image can also serve as a reference for setting 
Henon mapping control parameters. A higher number of 
pixels may require a larger parameter range or more 
complex parameter settings, thereby increasing the 
complexity and security of chaotic sequences. 

③ Computational efficiency: Computational 
efficiency is an important factor in determining the 
parameter values of Henon mapping control. Overly 
complex parameters may lead to excessive computational 
burden, affecting the real-time and practicality of the 
system. Therefore, it is necessary to balance safety and 
computational efficiency when setting parameters. 

Due to the fact that corpus resources contain attributes 
of different dimensions and quantities when uploaded, in 
order to fully cover all possible attributes, two positive 
Lyapunov exponents are introduced to form a hyperchaotic 
system [9]. The system introduces two new state variables 
z and e, and couples the two variables into the above 
mapping formula to obtain the following mathematical 
model: 
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In the equation, ε is the control parameter, and its value 

is determined based on the corpus image. 
Use the initial set value as the Henon mapping 

encryption key to process the chaotic sequence of the 
corpus image. The newly generated chaotic sequence is 
arranged in descending order according to the number of 
internal pixel values, and an encrypted mapping 
relationship corresponding to the original corpus resources 
is obtained. The chaotic sequences of the corpus images 
added with the disorder coefficient are reassembled, and 
the transformed sequence forms are uploaded to the public 
server of the corpus to complete Tamper resistance 
encryption. After Tamper resistance encryption of the 
original corpus in the corpus, the perceptual hash sequence 
of the corpus is constructed. 
 
2.2 Constructing Corpus Perceived Hash Sequences 
 

Although the possibility of tampering with the corpus 
is reduced after chaotic mapping encryption processing, 
once the encryption algorithm is cracked or some of the 
corpus is scrambled, it can still lead to errors and confusion 
in the corpus content [10]. Therefore, this article uses a 
perceptual hash algorithm to construct a perceptual hash 
sequence for all corpora in the corpus, in order to match the 
retrieval keywords with the hash sequence in the corpus 
during retrieval and prevent unauthorized modifications. 

The perceptual hash algorithm has high computational 
efficiency and can quickly convert high-dimensional 

corpus features into low-dimensional binary 
representations. The ability to compress this dimension can 
reduce the computational and storage load of subsequent 
processing, improve the efficiency and effectiveness of 
retrieval. Meanwhile, the perceptual hash algorithm can 
map similar features onto similar hash codes by calculating 
the similarity between different features. This enables 
perceptual hash sequences to be used to quantify similarity, 
allowing for hash matching based retrieval operations. 

The original data of the corpus resource has the 
characteristics of robust invariance, which is completely 
corresponding to the content of the corpus itself, and has 
particularity and uniqueness. The corpus resources 
themselves are textual data, not image data. However, by 
converting text into image representations, corpus 
resources can be visualized as images. Use Bag-of-words 
model or text vectorization technology (such as Word2Vec, 
BERT, etc.) to convert text to vector representation, and 
then use VAE image generation technology to convert 
vector representation to image. In this way, corresponding 
images can be generated from the text data of the corpus. 
However, it should be noted that the results of image 
generation are based on model training and learning, and 
are not directly extracted from the original corpus 
resources. 

In two-dimensional space, the display of corpus 
resources is transformed into an area composed of black 
and white pixels, and the black area and the unconnected 
areas that form the font form are extracted, which are the 
local features of the corpus resources [11]. Starting from 
the black area formed by the connection, and based on the 
definition of the connection by morphology, assuming 

iX CO  is the large range of black pixel connections in 

the corpus image, the image connection index of iX  is 
based on the following equation: 

 

   1 2CU X B CO CU X B CO             (3) 

 
In the formula, CU is a subset of corpora of the same 

type; CO represents all corpora in the corpus to be searched; 
B represents an operator that performs erosion and dilation 
operations on corpus images. 

Determine the connection of black pixels through 
floating transformation. When the following conditions are 
met, it is determined that there is a connection [12]: 

 

   a b bk kk
X X B X            (4) 

 

   a ak k
A B A            (5) 

 

  kk
B' X              (6) 

 
In the formula, Aa is the connection endpoint of the 

black pixel; k is the serial number of the black pixel 
connection part; B' is the image of the corrosion and 
expansion operator B;   represents an empty set; a, b is 
the serial number encoding of different black pixels. 

The above three formulas correspond to different black 
pixel connection types. After determining the connections 
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of various black pixels in the corpus resources in two-
dimensional space, the black pixel regions are extracted 
and subjected to Gaussian filtering and median processing. 

Before constructing the perceptual hash sequence of 
corpus images, robust feature compression can be directly 
performed on corpus images due to their small size. The 
low-density parity Check digit is used to compress the 
robust features of the corpus image into the sequence, 
forming the robust compression sequence of the corpus 
content, and improving the feature compactness of the 
corpus image [13]. 

The method of information entropy is used to count the 
number of feature pixels contained in the robust feature 
regions of corpus images. The maximum and minimum 
values of the compressed robust image feature pixels are 
used as the upper and lower limits, and are evenly divided 
into several intervals. If the maximum number of feature 
pixels that can be placed in each interval is 

, 1, 2, ,in i bins  , and bins is the number of intervals 
divided, then the number of possible positions where pixels 
fall into each interval pi is the total number of pixels in the 
region [14]. 
 

i
i

n
p
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            (7) 

 
In the formula, total represents the total number of 

pixels in the region. Calculate the information entropy of 
regional pixels according to the following equation: 
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After calculating the corpus pixels in the robust feature 

image based on information entropy, the wavelet 
decomposition algorithm shown in Fig. 2 is used to 
decompose the corpus image into high and low dimensions. 
 

 

Figure 2 Wavelet decomposition of corpus images 
 

In Fig. 2, the output  aW j ,  hW j ,  vW j , and 

 dW j  are all decomposition coefficients of wavelet 

decomposition with a decomposition scale of j, while p and 
q represent horizontal and vertical translations, 
respectively. The principle formula of wavelet 
decomposition is as follows [15]: 
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       (9) 

 
In the formula, a is the scale factor during wavelet 

decomposition, and its numerical value is a positive 
number; b is the time-shifted parameter of wavelet 

decomposition;  t  is the mother wave of wavelet 

changes;  s t  is the original corpus image sequence that 

has not been decomposed by wavelet transform. 
When wavelet decomposes black and white pixels in 

corpus images, they are decomposed into four components 
based on pixel connectivity and pixel distribution 
frequency, and subjected to downsampling decomposition 
processing. After downsampling and decomposition 
processing, the high-resolution reconstruction of the four 
components is performed through the inverse wavelet 
transform function, namely [16]: 
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In the formula,  ,t
jfm u v  is the robust feature map 

after the j-level decomposition and reconstruction of the 

corpus image,  ,u v  is the coordinates of the pixels in the 

decomposed and reconstructed feature map, jIWC  is the 

reconstruction function, and r is the constraint factor. 
After wavelet decomposition of the pixel features of 

the corpus, the information features of the low-frequency 
part will be discrete or lost. Therefore, this paper uses 
Laplacian mapping to construct the Adjacency matrix of 
the low-frequency part of the corpus image to obtain low-
frequency robust features [17, 18]. 
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where, Lij represents the Adjacency matrix of the corpus 
image after wavelet decomposition; D represents the 
degree matrix of the Adjacency matrix in the form of 
Diagonal matrix. y represents the pixels with similar 
positions in the low-frequency image components after 
wavelet decomposition processing. The mapping target 
matrix of low-frequency corpus images is composed of 
multiple pixels. By Lagrange multiplication of the above 
formula, the non-zero eigenvalue obtained is the 
processing of the low-frequency part of the corpus image. 

After combining the robust features of the high-
frequency and low-frequency parts of the corpus, the 
robust feature parameter matrix γ corresponding to each 
pixel point is obtained. If each robust feature in the 
parameter matrix is greater than the previous feature, the 
previous feature value is recorded as 1 based on the 
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perceptual hash principle [19]. Eq. (12) is the perceptual 
hash sequence formula for generating corpus images: 
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In the formula, j represents the robust feature vector of 

the corpus with the number j in the robust feature parameter 
matrix γ with the dimension of pixel w. After constructing 
the hash sequence of all corpora in the corpus, further 
processing is carried out to achieve the retrieval and use of 
corpus data. 
 
2.3 Corpus Hash Search Matching 
 

When users search for corpus resources in the corpus, 
they input the required corpus resource keywords and 
obtain the corresponding search results based on the 
matching between the search keywords and the search 
index. However, there is a probability of tampering at all 
stages of the above process, and the perceptual hash 
algorithm can perform unidirectional transformation on the 
corpus to avoid tampering. After processing the corpus 
resources in the corpus in the above process, the similarity 
matching principle is used to realize the perceptual hash 
computer algorithm for corpus Tamper resistance retrieval. 
The specific flow diagram is shown in Fig. 3. 
 

Figure 3 Schematic diagram of corpus tamper resistance retrieval process 
 

To improve the retrieval efficiency of corpus resources, 
this study trains a lightweight neural network by inputting 
perceptual hash sequences. Lightweight neural network 
models typically have fewer parameters and a simpler 
structure, which can reduce computational and storage 
burden while maintaining a certain level of accuracy. Train 
the neural network model using a large number of 
annotated corpus samples using perceptual hash sequences 
as input. The training process mainly includes steps such 
as forward propagation, loss function calculation, and 
backpropagation. By optimizing the weights and biases of 
the neural network model, it can learn better corpus feature 
representation and similarity discrimination capabilities. 
After the training is completed, the trained lightweight 
neural network model is used to extract features from the 
input hash sequence, which can calculate the similarity 
between samples and achieve efficient retrieval of corpus 
resources in the corpus. 

The lightweight neural network selected in this article 
is based on the Bottleneck architecture, with a convolution 
step size of 1 and the residual value channel removed from 
the framework. In the first layer, the input perceptual hash 
sequence is convolved to increase its dimension, in the 

second and third layers, the sequence is processed by 
separating convolution kernel normalization, and in the Co 
representation layer, it is processed by Activation function. 
Finally, the processed perceptual hash sequence is 
convolved and dimensionally reduced, and the trained 
perceptual hash sequence is obtained after output. 

When retrieving corpus corpus, a combination of 
coarse and fine granularity is used to match the perceptual 
hash corpus in the corpus with the retrieval hash sequence 
input by the user [20]. Fig. 4 shows a coarse to fine 
granularity matching framework for corpus aware hash 
sequences. By combining this framework with a 
lightweight neural network, retrieval results can be 
obtained. 
 

 

Figure 4 Coarse and fine-grained matching network for corpus 
 

The search term input by the user is trained by a 
lightweight neural network, and the corresponding 
perceptual hash sequence is also output. By utilizing the 
similarity of feature fingerprints in the hash sequence, the 
matching degree between the retrieval target and the 
resources in the corpus is obtained. The definition formula 
for feature fingerprints is as follows: 

 

   1 2 0
1 22 2 2n n

i iR f ,n c c O c mod M           (13) 

 
In the formula, n is the number of non repetitive robust 

features in the user input retrieval perception hash 
sequence fi; M is a prime number randomly generated 
based on robust features; O is the replaceable probability 
value of keyword ci. 

According to the Hamming similarity principle, the 
similarity calculation is performed between the user input 
retrieval perception sequence fingerprint and the corpus 
perception hash sequence in the corpus. Sort the results in 
descending order based on similarity calculation and return 
them to the user, completing a corpus retrieval task [21]. 
 
3 EXPERIMENTAL VERIFICATION AND RESULT 

ANALYSIS 
 

To verify the feasibility and practical value of the 
tamper-resistant corpus retrieval method using perceptual 
hashing designed above, the following experiments are 
designed. 
 
3.1 Design of Experimental Plan 
 

In order to intuitively and accurately judge the 
performance and practical application value of the corpus 
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Tamper resistance retrieval methods studied, the corpus 
retrieval methods mentioned in reference [4] and reference 
[6] are introduced as a comparison. 

In order to avoid the great impact of the experiment 
process on the operation of the real corpus, this experiment 
copies the real corpus data to the experimental server, 
forms a mirror image and establishes an experimental LAN, 
physically isolating the impact of the retrieval method 
experiment. In this experimental server, tampering attacks 
are simulated manually to generate several different types 
of abnormal corpora. After processing all the corpus 
resources on the experimental server, set different retrieval 
goals and conduct virtual retrieval. Three corpus retrieval 
methods output corresponding retrieval results based on 
the retrieval target. Based on the quantitative indicators of 
retrieval method performance set in the experiment, collect 
and analyze experimental data, complete the experiment, 
and evaluate the performance of the retrieval method. 
 
3.2 Quantitative Indicators of Retrieval Method 

Performance 
 

Considering the ability to better quantify the retrieval 
performance of the method on the corpus, the recall and 
accuracy of the experimental selection method are 
combined to further describe the retrieval performance of 
the method. The higher the recall and accuracy overall, the 
stronger the robustness of the retrieval method and the 
higher its practical application value. 

For retrieval methods, the ability to retrieve relevant 
content in the corpus reflects the comprehensive search 
coverage of the method. The experiment uses recall rate 
indicators to quantify the retrieval coverage ability of the 
method. The recall rate formula is defined as follows: 

 

su

su fu

N
R

N N



              (14) 

 
In the formula, Nfu represents the corpus resources that 

meet the retrieval requirements but have not been retrieved 
by the method when conducting corpus retrieval according 
to the retrieval requirements; Nsu represents the correct 
corpus resources successfully retrieved by the method. 

Retrieval methods can be maliciously tampered with 
in practical applications, and it is important to be able to 
retrieve the correct corpus that meets the requirements 
instead of the tampered corpus.Therefore, the experiment 
takes the proportion of the tampered corpus in the retrieval 
results as a quantitative indicator of Tamper resistance 
prevention performance, that is, the proportion of the 
tampered corpus (whether it meets the retrieval 
requirements or not) in the retrieval results among all the 
corpus results retrieved according to the retrieval keywords. 
The calculation formula is as follows: 
 

p

A

N
D

N
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In the formula, D represents the proportion of 

tampered corpus in all search results; Np represents the 
number of tampered corpora in all retrieved corpora; NA 

represents the number of all corpora retrieved by the 
retrieval method based on the search keywords entered by 
the user. 

The experiment used accuracy indicators to quantify 
the accuracy ability of corpus retrieval resources. The 
accuracy calculation formula is as follows: 
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               (16) 

 
In the formula, Nco represents the correct or 

unmodified corpus retrieved by the method from the 
required resources; Nffu represents a false corpus that has 
been tampered with, although it meets the retrieval 
requirements. 

In addition, for corpus retrieval methods, due to 
differences in application environments, the efficiency of 
retrieval methods is also an indicator used to quantify the 
performance of retrieval methods. Set different retrieval 
requirements based on the corpus label information in the 
experimental corpus. Use the method of this paper, method 
of reference [4], and method of reference [6] loops to 
complete each retrieval request. Calculate the average 
retrieval time required for each corpus retrieval. Choose 
the length of retrieval time to quantify the efficiency of the 
retrieval method. The shorter the retrieval time 
corresponding to each retrieval request, the higher the 
efficiency of the retrieval method in completing the 
corresponding retrieval work. 

By comparing the retrieval performance and 
quantitative indicator data of method of this paper, method 
of reference [4], and method of reference [6] on the 
experimental corpus, a comparative conclusion is obtained 
through overall analysis, and the performance and practical 
application value of the corpus retrieval method studied are 
evaluated. 
 
3.3 Comparative Experimental Results and Analysis 
 

Using the experimental indicators proposed above as 
quantitative indicators for the performance of corpus 
retrieval methods, statistical analysis and processing of 
indicator data were conducted to obtain the recall and 
accuracy of the retrieval method as shown in Tab. 1. 

Analyzing the data in Tab. 1, it can be seen that under 
the influence of constantly changing corpus retrieval 
objectives, the recall rate fluctuations of reference [4] and 
method of reference [6] are relatively small, but overall 
slightly lower than the method of this paper. However, the 
retrieval accuracy of the methods in reference [4] and [6] 
shows significant fluctuations, making it difficult to 
achieve good retrieval accuracy for each retrieval target set 
in the experiment. From a numerical perspective, the 
retrieval accuracy of method of this paper is higher than 
98%, while the highest retrieval accuracy of references [4] 
and method of reference [6] are only 94.2% and 95.8%, 
respectively. In addition, there is a significant difference 
between the minimum and maximum retrieval accuracy of 
the two reference methods, resulting in poor retrieval 
performance. The reason for the above results is that our 
method uses four-dimensional chaotic mapping to encrypt 
corpus resources, which can effectively prevent tamperers 
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from maliciously tampering with the original corpus 
resources. This can ensure the integrity and authenticity of 
the corpus. After decomposition and dimensionality 
reduction, robust features are extracted from corpus 
resources. These features can better distinguish different 
corpus resources and improve the accurate matching ability 
for similar corpora. 
 

Table 1 Recall and accuracy of corpus retrieval methods / % 

Number 

Method of this 
paper 

Method of 
reference [4] 

Method of 
reference [6] 

Recall 
rate 

Accuracy 
rate 

Recall 
rate 

Accuracy 
rate 

Recall 
rate 

Accuracy 
rate 

1 99.3 99.4 96.8 90.4 98.6 93.6 
2 99.9 99.3 97.8 93.2 98 90.7 
3 99.8 98.8 97.9 91.8 98.1 84.2 
4 99.7 99.4 97.3 82.7 98.7 93.1 
5 98.9 98.7 97.4 83.2 98.4 84.8 
6 98.1 99.3 96.3 70.9 98.1 93.4 
7 98.7 99.8 97.8 92.1 98 92.5 
8 99.9 99.6 97.2 91.5 97.8 79.2 
9 98.5 99.6 96.8 88.3 98.8 95.8 
10 98.9 99.3 97.6 94.2 98.6 94.2 

 
Fig. 5 shows the Receiver operating characteristic of 

the three methods. 
 

 

Figure 5 Change of ROC 
 

According to the definition of the Receiver operating 
characteristic, the larger the area of the closed area formed 
below the curve, the higher the recall and accuracy of the 
corresponding retrieval method, and the better the balance 
between the two. From Fig. 5, the closed area formed by 
the Receiver operating characteristic of method of this 
paper is much larger than that in the reference [4] and 
method of reference [6], which indicates that method of 
this paper is robust for corpus retrieval. The reason for the 
above results is that the robust features extracted by this 
method from corpus resources have good anti-interference 
ability, which can to some extent overcome the influence 
of factors such as noise and image deformation. In addition, 
after converting the feature sequence into a perceptual hash 
sequence, some noise and changes in the original features 
can be filtered to extract more stable hash codes to 
represent corpus resources, which also enhances the 
robustness of the method proposed in this paper. 

Tab. 2 shows the statistical values of the proportion of 
tampered results among all the results retrieved on the 
experimental corpus by method of this paper, method of 
reference [4], and method of reference [6]. 

Table 2 The proportion of tampered search results / % 

Number 
Method of this 

paper 
Method of 

reference [4] 
Method of 

reference [6] 
1 0 0.14 0.01 
2 0 0.11 0.13 
3 0 0.11 0.12 
4 0 0.31 0.11 
5 0 0.13 0.14 
6 0 0.15 0.08 
7 0 0.22 0.11 
8 0 0.18 0.09 
9 0 0.31 0.15 
10 0 0.12 0.12 

 
After analyzing the data in Tab. 2, it can be seen that 

there are no tampered corpus resources in all search results 
of the method of this paper, and the proportion of tampered 
resources is 0. However, in the search results of references 
[4] and method of reference [6], a small amount of 
tampered resources appeared. Among them, the highest 
proportion of tampered corpus resources retrieved by 
method of reference [4] is 0.31, while the highest 
proportion of tampered corpus resources retrieved by 
method of reference [6] is 0.15%, both of which are higher 
than 0. The retrieval results have been tampered with and 
the credibility of the retrieval results is reduced. The reason 
for the above results is that the proposed method utilizes 
chaotic mapping encryption to ensure high security of the 
original corpus resources, making it difficult to be 
maliciously tampered with or modified. In the process of 
feature extraction and hash sequence transformation, 
additional recognition and filtering of tampered resources 
are performed by extracting robust features and using 
perceptual hash algorithms, further ensuring the reliability 
of the retrieval results. 
 

 

Figure 6 Comparison of retrieval efficiency 
 
Fig. 6 shows the average retrieval time curve for each 

retrieval result when using three methods to perform cyclic 
corpus retrieval on the same retrieval target. 

Analyzing the trend of line segment changes in Fig. 6, 
it can be seen that the overall retrieval time curve of 
method of this paper is located below the retrieval time 
curve of references [4] and method of reference [6]. 
Explain that the method of this paper outputs the search 
results as quickly as possible when searching for target 
requirements. And from the perspective of a single curve 
change, the fluctuation amplitude of the time consuming 
curve of the method of this paper is low, and the stability 
of retrieval efficiency is better. The reason for the above 
results is that this method uses lightweight neural networks 
as models for training, with fewer parameters and a simple 
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structure, which can improve computational efficiency and 
reduce storage burden. 

Based on the above analysis of all experimental index 
data, when retrieving the corpus, the Tamper resistance 
retrieval method based on the hash algorithm studied in this 
paper can retrieve the target corpus more quickly, and the 
corpus resources retrieved by the method are not affected 
by illegal tampering, and the retrieval accuracy and corpus 
retrieval security are greatly improved. 
 
4 CONCLUSION 
 

For disciplines such as linguistics and computer 
information language research, authentic and 
comprehensive corpus resources are the fundamental 
materials for conducting various research. Corpus carries 
important functions such as providing corpus resources and 
research concepts for research and teaching in different 
disciplines, achieving the sharing of corpus research results 
and resources. The use of corpora not only faces the 
challenge of limited search efficiency, but also ensures that 
the retrieved corpus is not maliciously tampered with to 
avoid adverse consequences. 

This article aims to improve the efficiency and 
accuracy of corpus retrieval, and ensure the security of the 
retrieved corpus. It conducts research on a corpus tamper 
proof retrieval method based on perceptual hashing. Firstly, 
a four-dimensional chaotic map is used to encrypt the 
corpus resources, achieving tamper proof processing of the 
original corpus resources. Then, the robust features of the 
corpus resources are extracted and decomposed to reduce 
dimensionality, transforming the feature sequence into a 
perceptual hash sequence. During retrieval, match the 
search hash sequence input by the user with the perceptual 
hash sequence in the corpus to further avoid inaccurate 
retrieval results caused by tampering. Finally, the 
perceptual hash sequence is input into the lightweight 
neural network for training, and coarse to fine granularity 
matching is used to match the perceptual hash corpus in the 
corpus with the retrieval hash sequence input by the user, 
obtaining the final retrieval result. 

This method utilizes the unidirectional nature of 
perceptual hashing algorithms to reduce the possibility of 
corpus tampering. Output correct retrieval results through 
similarity matching of hash sequences. Through 
comparative experiments with other methods, the retrieval 
accuracy of method of this paper has reached more than 
98%, and the retrieval efficiency has been improved. The 
retrieved corpus is not tampered with, and Tamper 
resistance security is stronger. 

In future research, we will consider introducing 
multimodal data such as images, text, audio, etc. in the 
process of corpus tamper proof retrieval, in order to 
integrate different types of information and improve the 
overall system performance. 
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