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Abstract: Railway tracks are exposed to various environmental conditions, which can lead to defects that affect the safe operation of trains and potentially cause accidents. 
This paper presents an approach for detecting and classifying two common types of railway track surface defects, namely erosion-caused holes and scratches, using the 
YOLOv5s algorithm based on convolutional neural networks (CNN) and computer vision. The proposed method is compared with the YOLOv3-Tiny algorithm to 
demonstrate its superiority in terms of precision, recall, and mean average precision (mAP). A custom dataset containing labeled images of both defect types was collected 
and used for training and evaluation. The experimental results show that YOLOv5s outperforms YOLOv3-Tiny. The improved performance of YOLOv5s can be attributed 
to its optimized architecture and better balance between speed and accuracy. The limitations of the study include the relatively small dataset size and the need for further 
validation in real-world scenarios. Future work will focus on expanding the dataset, investigating advanced data augmentation techniques, and integrating the model with 
other sensing modalities for robust and real-time defect detection in railway maintenance systems. The proposed approach has the potential to significantly improve the 
efficiency and effectiveness of railway track inspection and maintenance processes. 
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1 INTRODUCTION 

 
Railway transportation plays a crucial role in modern 

society, offering efficient and cost-effective means of 
passenger and freight transport. However, ensuring the 
safety and reliability of railway infrastructure, particularly 
the tracks, remains a significant challenge. Railway tracks 
are subjected to various environmental conditions and 
loads, which can lead to the development of defects such 
as erosion-caused holes and scratches [1]. These defects, if 
not detected and addressed in a timely manner, can 
compromise the structural integrity of the tracks and 
increase the risk of accidents [2]. 

Traditional manual inspection methods for railway 
track defects are time-consuming, labor-intensive, and 
prone to human error [3]. In recent years, computer vision 
and deep learning techniques have shown great potential in 
automating the defect detection process, improving 
efficiency and reliability [4]. Various algorithms, such as 
convolutional neural networks (CNNs), have been applied 
to detect and classify defects in different domains, 
including railway infrastructure [5]. However, in certain 
instances, the class of defects present may not be 
homogeneous, thereby rendering the inspection process 
ambiguous and more challenging [6]. There is a need for a 
robust and efficient method that can simultaneously detect 
and classify multiple types of track surface defects with 
high accuracy. 

To address this research gap, we propose an approach 
based on the YOLOv5s algorithm, a state-of-the-art object 
detection model that leverages CNNs and computer vision 
techniques. YOLOv5s is known for its superior 
performance in terms of speed and accuracy compared to 
its predecessors, such as YOLOv3-Tiny [7]. By adapting 
and fine-tuning the YOLOv5s architecture for railway 
track defect detection, we aim to develop a robust and 
efficient system that can identify and classify erosion-
caused holes and scratches with high precision and recall. 

The main contributions of this study are as follows: 
We present an application of the YOLOv5s algorithm 

for detecting and classifying two common types of railway 

track surface defects, demonstrating its superiority over the 
YOLOv3-Tiny model. 

We collect and annotate a custom dataset containing 
labeled images of erosion-caused holes and scratches, 
which can serve as a valuable resource for future research 
in this domain. 

We conduct extensive experiments to evaluate the 
performance of the proposed method, providing insights 
into its strengths, limitations, and potential for real-world 
deployment in railway maintenance systems. 

The remainder of this paper is organized as follows. 
Section 2 reviews the related literature on railway track 
defect detection and the application of deep learning 
techniques. Section 3 describes the research methodology, 
including the dataset collection, YOLOv5s architecture, 
and experimental setup. Section 4 presents the results and 
analysis of the experiments, comparing the performance of 
YOLOv5s with YOLOv3-Tiny. Finally, Section 5 
concludes the paper and discusses future research 
directions. 
 
2 LITERATURE REVIEW 
2.1 Railway Track Defect Detection 
 

The detection of railway track defects has been a subject 
of extensive research due to its critical importance in 
ensuring the safety and reliability of rail transportation. 
Various methods have been proposed to identify and classify 
different types of defects, such as cracks, corrosion, and 
deformation [8]. Traditional approaches rely on manual 
inspection by trained personnel, which is time-consuming, 
labor-intensive, and subject to human error [3]. To overcome 
these limitations, automated defect detection techniques 
using sensors and computer vision have gained significant 
attention in recent years [9]. 

One common approach for track defect detection is the 
use of machine vision systems, which employ cameras and 
image processing algorithms to identify anomalies in the 
track surface [10]. These systems can be mounted on 
inspection vehicles or installed along the trackside to capture 
images of the passing trains and track components [11]. The 



Congbo YANG et al.: Detection and Classification of Railway Track Surface Erosion-caused Holes and Scratches Defects Based on YOLOv5s 

Tehnički vjesnik 31, 4(2024), 1288-1296                 1289 

acquired images are then analyzed using various image 
processing techniques, such as edge detection, texture 
analysis, and pattern recognition, to detect and localize 
defects [12, 13]. However, traditional machine vision 
methods often struggle with the variability and complexity 
of real-world track conditions, leading to high false alarm 
rates and missed detections [14]. 
 
2.2 Deep Learning for Defect Detection 
 

Deep learning techniques, particularly convolutional 
neural networks (CNNs), have revolutionized the field of 
computer vision and have shown remarkable performance in 
various object detection and classification tasks [15]. CNNs 
are capable of automatically learning hierarchical features 
from raw image data, making them well-suited for detecting 
and classifying defects in complex and variable 
environments [16]. 

Several studies have applied CNNs for railway track 
defect detection, demonstrating their potential for improving 
detection accuracy and efficiency. Faghih-Roohi et al. [17] 
proposed a deep CNN architecture for detecting and 
classifying multiple types of track surface defects, achieving 
an accuracy of 92% on a large dataset of track images. Shang 
et al. [18] developed a multi-scale CNN model for detecting 
fastener defects, which outperformed traditional machine 
vision methods in terms of precision and recall. Chen et al. 
[19] combined CNNs with transfer learning to detect rail 
surface defects, achieving high accuracy while reducing the 
need for large annotated datasets. 
 
2.3 YOLO Algorithms for Object Detection 
 

Among the various CNN-based object detection 
algorithms, the You Only Look Once (YOLO) family of 
models has gained significant popularity due to their real-
time performance and high accuracy [20]. YOLO models 
treat object detection as a regression problem, directly 
predicting bounding boxes and class probabilities from the 
input image in a single forward pass [21]. This approach 
enables fast and efficient detection, making YOLO models 
suitable for real-time applications. 

The original YOLO model has undergone several 
improvements and iterations, including YOLOv2 [22], 
YOLOv3 [23], and YOLOv4 [24], each introducing 
architectural enhancements and training techniques to boost 
performance. Li et al. [25] used YOLOv3 to detect surface 
defects on steel sheets, achieving high accuracy and real-
time performance. In the study of erosion and spalling of 
concrete, Cui et al. proposed an algorithm based on an 
improved version of YOLOv3 to detect the disease damage 
of concrete and the results demonstrated that the improved 
YOLOv3 is more effective in this aspect of detection [26]. 

YOLOv5, the relatively new members' addition to the 
family, further optimizes the model architecture and training 
process, achieving relatively accurate and well-balanced 
results on various object detection benchmarks [27]. 
Furthermore, it exhibits a high level of maturity and 
performance, rendering it suitable for use in a multitude of 
industrial applications [28]. YOLOv5 offers several 
variants, such as YOLOv5s, YOLOv5m, YOLOv5l, and 
YOLOv5x, catering to different speed and accuracy 
requirements. As demonstrated in the literature [29, 30], it is 
necessary to detect tomatoes and tomato leaves in complex 

environments with external disturbances, and to identify and 
classify the detected objects to determine if they are the 
desired targets. Several studies have applied YOLO models 
for defect detection in various domains, demonstrating their 
effectiveness and versatility. Ren et al. [31] employed 
YOLOv5 for detecting and classifying steel surface defects, 
outperforming traditional machine vision methods. 

Despite the promising results of YOLO models in 
various defect detection tasks, their application to railway 
track defect detection remains limited. Most existing studies 
focus on detecting a single type of defect or employ complex 
architectures that may not be suitable for real-time 
deployment [32]. There is a need for a comprehensive 
evaluation of the performance and feasibility of YOLO 
models, particularly YOLOv5, for detecting and classifying 
multiple types of track surface defects in real-world 
scenarios. 

In this study, we aim to address this gap by adapting and 
fine-tuning the YOLOv5s architecture for detecting and 
classifying erosion-caused holes and scratches on railway 
track surfaces. We compare the performance of YOLOv5s 
with YOLOv3-Tiny, a lightweight variant of the YOLOv3 
model, to assess the trade-offs between speed and accuracy. 
Our work contributes to the growing body of literature on 
automated railway track defect detection and provides 
insights into the potential of YOLO models for real-world 
deployment in this domain. 
 
3 RESEARCH METHODOLOGY 
3.1 Experimental Equipment, Dataset Collection and 

Preprocessing 
 

The dataset used in this study consists of 1,211 images 
of railway track surfaces, capturing two common types of 
defects: erosion-caused holes and scratches. The images 
were collected from various online sources and have 
different resolutions, ranging from 55 × 1250 to 224 × 224 
pixels. To ensure the quality and consistency of the dataset, 
several preprocessing steps were applied. 

The main piece of hardware required for the pilot was 
a GPU. Two PCs were used: one was a mainframe 
computer equipped with an RTX3070 discrete GPU, 
installed with Ubuntu 20.04, which served as the remote 
training terminal. The other PC was a regular laptop with 
Windows 11, which was used to remotely control the 
Ubuntu endpoint through the SSH (Secure Shell Protocol) 
protocol in MobaXterm to perform the high-load training 
process. The images used for training were labelled with 
detection targets through LabelImg software. 

First, the images were manually inspected to verify the 
presence of the target defects and to remove any irrelevant 
or low-quality samples. Next, data augmentation 
techniques, such as random cropping, flipping, and 
rotation, were employed to increase the diversity and size 
of the dataset, ultimately improving the robustness and 
generalization ability of the trained models. 

The dataset was then annotated using the LabelImg 
tool, with each defect instance labeled as either "defect_1" 
(erosion-caused holes) or "defect_2" (scratches). There are 
408 images with "defect_2" annotation and 859 images 
with "defect_1" annotation, including 56 images with both 
"defect_1" and "defect_2" annotation. The annotated 
images were split into training and validation sets, with a 
ratio of 80:20, ensuring a balanced representation of both 
defect types in each set. Fig. 1 below displays some of the 
selected image datasets. 
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Figure 1 Partial image dataset 

 

 

3.2 YOLOv5s Architecture and Hyperparameters 
 

YOLOv5s, the smallest and fastest variant of the 
YOLOv5 family, was chosen as the primary model for this 
study due to its excellent balance between speed and 
accuracy. The architecture of YOLOv5s consists of a 
backbone network for feature extraction, a neck network 
for feature aggregation, and a head network for predicting 
bounding boxes and class probabilities. 

The backbone network is based on the Cross Stage 
Partial Network (CSP) architecture, which efficiently 
integrates feature maps from different scales to capture 
both local and global information. The neck network 
employs a Path Aggregation Network (PANet) to further 
enhance the multi-scale feature representation. The head 
network uses anchor boxes and predicts the objectness 
score, class probabilities, and bounding box coordinates for 
each detected object. Fig. 2 below shows the model 
structure diagram of YOLOv5s. 

The key hyperparameters of the YOLOv5s model were 
carefully tuned to optimize its performance on the railway 
track defect dataset. The input image size was set to 640 × 
640 pixels, ensuring a good balance between resolution and 
computational efficiency. The model was trained for 300 
epochs with a batch size of 16, using the Adam optimizer 
with an initial learning rate of 0.01 and a weight decay of  
0.0005. Data augmentation techniques, such as mosaic and 
mixup, were applied during training to improve the model's 
robustness and generalization ability. 

 
Figure 2 Structure of the model of YOLOv5s 

 

 
Figure 3 Structure of the model of YOLOv3-Tiny 

 
3.3 YOLOv3-Tiny Architecture and Hyperparameters 
 

To provide a baseline comparison, the YOLOv3-Tiny 
model was also trained and evaluated on the same dataset. 

YOLOv3-Tiny is a lightweight variant of the YOLOv3 
architecture, designed for real-time object detection on 
resource-constrained devices. It consists of a smaller 
backbone network and fewer convolutional layers 
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compared to the full YOLOv3 model, trading off some 
accuracy for improved speed. Fig. 3 below shows its model 
structure. 

The YOLOv3-Tiny model was trained using similar 
hyperparameters as YOLOv5s, with an input image size of 
416 × 416 pixels, a batch size of 32, and a total of 200 
epochs. The initial learning rate was set to 0.001 and 
decreased by a factor of 10 at epochs 100 and 150. Data 
augmentation techniques were also applied during training 
to enhance the model's performance. 

 
3.4 Evaluation Metrics 
 

The performance of the trained YOLOv5s and 
YOLOv3-Tiny models was evaluated using several standard 
object detection metrics, including P(Precision), R(Recall) 
and mAP (Mean Average Precision). P(Precision) measures 
the percentage of true positive predictions among all positive 
predictions, while R(Recall) measures the percentage of true 
positive predictions among all actual positive instances. The 
mAP is a comprehensive metric that calculates the average 
precision over all classes and IoU (Intersection over Union) 
thresholds, providing a single value to compare the overall 
performance of different models. The other metrics included 
in the subsequent equations are TP (True Positive, the 
prediction is a positive sample, the target is measured and 
this target does exist.), FP (False Positive, the prediction is a 
positive sample, the target is measured but in reality this 
target does not exist.) and FN (False Negative, the prediction 
is a negative sample, no target is detected but the target is in 
fact present) while AP is Average Precision, whose value is 
the area covered by the P-R plot. The formula shows that C 
represents the number of detected classes (Classes) in the 
project, which is taken as 2 since it contains two types of 
defects: 
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In addition to these metrics, the inference speed and 

model size were also considered to assess the practicality 
and efficiency of the models for real-world deployment in 
railway track inspection systems. The models were tested on 
the PC with NVIDIA RTX 3070 GPU to measure their 
inference time per image and to evaluate their potential for 
real-time detection. 
 
3.5 Testing Process 

 
The process is illustrated in Figure 4. We extracted 

representative images and classified them into three types: 
those with only defect_1, those with only defect_2, and those 
with both defect_1 and defect_2. These images were 
exported and saved for later comparison and verification. 

During the training of the YOLOv3-Tiny-based 
model, the image dataset and the original darknet project 

file are transferred to the terminal via SSH. The dataset is 
then converted and sliced according to the type and number 
of detected targets using the voc2Yolo.py utility file. The 
resulting YOLO dataset is stored in the folder labels file, 
which contains the object_train.txt training set and the 
object_val.txt validation set. Configure the parameters 
based on the dataset's location. Generate the data file 
train_anchors.txt for anchor clustering and run kmeans.py 
to generate the data file Yolo_anchors.txt for anchors. 
Obtain the anchors value and modify the convolution 
number and anchors value in the configuration file Yolov3-
tiny-rail. Modify the convolution number and anchors 
value in the configuration file Yolov3-tiny-rail.cfg based 
on the number of detected targets and anchors value. 
Finally, the model is trained using the GPU in accordance 
with the instructions of the darknet framework for track 
surface defect detection model training. The trained model 
file Yolov3-tiny-rail_final Weights is obtained, along with 
the relevant performance parameters of the model. 

 

 
Figure 4 General flowchart of the testing process 

 
During YOLOv5s-based model training, the initial step 

is identical to the training process of YOLOv3-Tiny. The 
dataset of images and original project files are transferred to 
the terminal via SSH. The dataset is then transformed and 
sliced using the voc2Yolo tool. This generates the YOLO 
dataset in the current folder, which includes label files, 
object_train.txt training set, and object_val.txt validation set. 
Compared to YOLOv3-Tiny, the parameter configuration 
process for YOLOv5s is much simpler. It only needs to be 
modified based on the number of detection targets. The 
conda environment is then activated, and batch size and 
epochs are adjusted according to memory and other 
conditions. Finally, train.py is run for training, resulting in 
the trained model YOLOv5s-rail.pt . 
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4 RESULTS AND DISCUSSION 
4.1 Comparison of YOLOv5s and YOLOv3-Tiny  
 

The trained YOLOv5s and YOLOv3-Tiny models were 
evaluated on the validation set to compare their performance 
in detecting and classifying erosion-caused holes (defect_1) 
and scratches (defect_2) on railway track surfaces. Tab. 1 
presents the overall performance metrics for both models. 

 
Table 1 Comparison of results of models trained by YOLOv3-Tiny and YOLOv5s 

Model Precision Recall 
mAP@

0.50 

AverageInf
erence 

Time / ms 

Model 
Size / 
MB 

YOLOv5s 0.929 0.843 0.886 4.4 14.5 
YOLOv3-

Tiny 
0.794 0.678 0.749 1.8 33.1 

 
The results demonstrate that YOLOv5s outperforms 

YOLOv3-Tiny across all evaluation metrics. YOLOv5s 
achieves a higher precision (0.929), recall (0.843), and mAP 
(0.886) compared to YOLOv3-Tiny, indicating its superior 

ability to accurately detect and classify both types of defects. 
The improved performance of YOLOv5s can be attributed 
to its more advanced architecture, which incorporates 
features such as the CSP backbone and PANet neck, 
enabling better feature extraction and multi-scale 
representation. 

However, YOLOv3-Tiny exhibits a faster average 
inference time (1.8 ms per image) compared to YOLOv5s 
(4.4ms per image). This highlights the trade-off between 
accuracy and efficiency, with YOLOv3-Tiny being more 
suitable for resource-constrained environments where real-
time performance is critical. 
 
4.2 Qualitative Analysis 
 

To gain further insights into the models' performance, 
we visualized the detection results on a sample of images 
from the validation set. Fig. 5 shows a comparison of the 
detection outputs from YOLOv5s and YOLOv3-Tiny on six 
representative images containing both defect types.

 

 
Figure 5 Comparison of the detection outputs from YOLOv5s and YOLOv3-Tiny on both defect types  
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The qualitative analysis reveals that YOLOv5s 
produces more accurate and precise bounding boxes 
compared to YOLOv3-Tiny. YOLOv5s successfully detects 
most instances of both defect types, with minimal false 
positives and false negatives. In contrast, YOLOv3-Tiny 
struggles with smaller and less prominent defects, resulting 
in more missed detections and misclassifications. 

The analysis reveals that both models perform better in 
detecting and classifying scratches (defect_2) compared to 
erosion-caused holes (defect_1). This can be attributed to 
the more distinct and consistent appearance of scratches in 
the dataset, making them easier to learn and detect. 

However, both models face challenges in detecting 
erosion-caused holes (defect_1) when they are small, 
irregular, or located in poorly illuminated regions of the 
image. This highlights the need for further improvement in 
the robustness of the models to handle diverse and 
challenging real-world scenarios. 
 
4.3 The Analysis of the Final Training Results of the 

YOLOv5s Model 
 

This chapter focuses on the analysis of the 
performance of the model obtained based on the YOLOv5s 
algorithm, which can further demonstrate the rationality 
and reliability of using this model in this field. When the 
number of epochs is set to 300 during the training process, 
Precision(P) , Recall(R), mAP@0.5:0.95 (the average 
mAP value for IoU thresholds from 0.5 to 0.95 in steps of 
0.05) and mAP@0.5 (the average mAP value for 
thresholds greater than 0.5) are finally obtained in the 
output result file. mAP), the dotted line graph of the output 
results is shown in Fig. 6 below. The figure illustrates that 
while there are significant fluctuations in precision and 
recall values for small epoch values, they stabilize and 
increase as the epoch value reaches 200.  

 

 
Figure 6 Plot of performance parameters of the training output of YOLOv5s 

model 

Other plots showing the model performance are also 
included in the output results. For instance, Fig. 7 shows 
the P-R graph, which describes the relationship between 
precision and recall. In this category, higher precision 
typically results in lower recall, but it is crucial to ensure 
that the curve achieves the highest possible recall while 
maintaining precision. The AP value mentioned above 
represents the percentage of the coverage area under the 
curve in the total area. The closer the AP value is to 1, the 
better the effect. In this project, the features of defect_2 are 
more uniform, resulting in an overall AP value closer to 1. 
However, the overall mAP value can reach 0.886, 
indicating that the model's overall detection performance is 
relatively good. 

 

 
Figure 7 Precision-recall plot of training output of YOLOv5s model 

 
Fig. 8 illustrates the relationship between precision and 

confidence level. It shows the precision of each detection 
target category at a determined confidence value of 0.953. 
Both categories of defects that need to be detected reach 
100% precision at this threshold. The value of 0.953 
indicates that the model operation results are normal and 
reliable when both precision and confidence are high. This 
suggests that the model's detection precision is more 
dependable when the detection data source is reliable and 
has a high level of confidence [7]. 

 

 
Figure 8 Plot of precision and confidence relationship of YOLOv5s model 

training outputs 
 

Fig. 9 below illustrates the relationship between recall 
and confidence, which is then used to measure the 
precision performance of the model at different recall rates. 
The figure illustrates that the overall recall for detecting 
both types of defects reaches 0.89 at a confidence threshold 
of 0. It is evident that the proportion of True Positive (TP) 
among the model's detections can reach 89% when the 
confidence threshold is 0. Recall-confidence curves are 
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useful for evaluating the precision of the model's detections 
when the certainty of the detection target varies. They also 
help to balance precision and recall to reflect different 
levels of confidence [7]. 

 

 
Figure 9 Plot of the relationship between recall and confidence for the training 

output of the YOLOv5s model 
 

 
Figure 10 Dotted line plots of YOLOv5s model training outputs for each type of 

loss 
 

 
Figure 11 Final result plot of YOLOv5s model training outputs 

 

 
Figure 12 Effectiveness of YOLOv5s model tested on sampled images 

As the number of epochs increases, the different types 
of losses converge to a stable and small value. This 
indicates that the final training effect is more reliable, as 
shown in Fig. 10. This indicates that the model is reliable 
for detecting the two specific types of defects. The final 
values for each category at 300 epochs are displayed in Fig. 
11. In the output folder, Fig. 12 displays the model's ability 
to detect the sampled images. 
 
5 CONCLUSION AND FUTURE WORK 
 

In this study, we proposed an approach for detecting and 
classifying two common types of railway track surface 
defects, namely erosion-caused holes and scratches, using 
the YOLOv5s algorithm. The YOLOv5s model, based on 
convolutional neural networks and computer vision 
techniques, demonstrated superior performance compared to 
the YOLOv3-Tiny model in terms of precision, recall, and 
mean average precision (mAP). The experimental results, 
conducted on a custom dataset of 1211 annotated track 
images, validated the effectiveness and efficiency of the 
proposed approach. 

The main contributions of this study lie in the successful 
adaptation and fine-tuning of the YOLOv5s architecture for 
the specific task of railway track defect detection. By 
leveraging the optimized architecture and advanced features 
of YOLOv5s, such as the CSP backbone and PANet neck, 
the proposed approach achieved a precision of 0.929, a recall 
of 0.843, and the mAP of 0.886, surpassing the performance 
of the lighter YOLOv3-Tiny model. Furthermore, the 
creation of a comprehensive dataset, containing labeled 
instances of erosion-caused holes and scratches, provides a 
valuable resource for future research and benchmarking in 
this domain. 

The qualitative analysis of the detection results revealed 
the strengths and limitations of the YOLOv5s model in 
handling various defect types and scenarios. While the 
model demonstrated robust performance in detecting and 
classifying scratches, it faced challenges in accurately 
localizing small and irregular erosion-caused holes, 
particularly in poorly illuminated regions. This highlights 
the need for further improvements in the model's ability to 
handle diverse and complex real-world track conditions. 

The practical implications of this study extend to the 
development of efficient and reliable railway track 
inspection systems. By automating the process of defect 
detection and classification, the proposed approach has the 
potential to significantly reduce the time and labor costs 
associated with manual inspection methods. The real-time 
inference capabilities of YOLOv5s, with an average 
processing time of 4.4ms per image, make it suitable for 
integration into existing track monitoring frameworks. 
However, the deployment of such systems in real-world 
scenarios requires careful consideration of factors such as 
model size, computational resources, and data privacy. 

To address the limitations of the current study and 
further enhance the performance and applicability of the 
proposed approach, several directions for future research are 
identified. First, expanding the dataset to include a wider 
range of defect types, such as cracks, deformations, and 
corrosion, would enable the development of a more 
comprehensive and robust defect detection system. Second, 
incorporating additional data augmentation techniques, such 
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as generative adversarial networks (GANs) or style transfer, 
could help improve the model's ability to handle variations 
in lighting, weather, and track conditions. Third, exploring 
the integration of multiple sensing modalities, such as 3D 
laser scanning or ultrasonic testing, could provide 
complementary information and enhance the overall defect 
detection performance. 

Furthermore, future work could focus on optimizing the 
model architecture and training process to reduce 
computational requirements and improve real-time 
performance. Techniques such as model compression, 
pruning, and quantization could be investigated to develop 
lightweight and efficient variants of the YOLOv5s model, 
suitable for deployment on resource-constrained devices. 
Additionally, the incorporation of domain-specific 
knowledge, such as the spatial and temporal relationships 
between different defect types, could help refine the 
detection and classification results. 

In conclusion, this study demonstrates the potential of 
the YOLOv5s algorithm for automated railway track surface 
defect detection and classification. The proposed approach, 
validated through extensive experiments and analysis, offers 
a promising solution for enhancing the efficiency and 
reliability of track inspection processes. By addressing the 
limitations and exploring the identified future research 
directions, this work paves the way for the development of 
intelligent and robust track monitoring systems, ultimately 
contributing to the safety and sustainability of railway 
transportation networks. 
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