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Abstract – Telemedicine is the practice of technology-enabled remote communication between patient and doctor. This 
phenomenon in healthcare has the potential to make services affordable and save time and money. Besides telemedicine allows 
care givers and family members to join conversations with doctors. Indian government initiated the National Telemedicine Network 
(NTN) to serve remote areas in healthcare by integrating existing healthcare facilities.Literature has revealed that existing works lack 
in an integrated approach for patient speech translation in language-independent fashion and automatic detection of disease and 
symptoms based on speech.There is a need for an automated system using Artificial Intelligence (AI) to recognize patient's speech and 
identify symptoms based on given audio description. We proposed a framework known as TelMedAI which is designed to recognize 
patient speech to comprehend disease symptoms besides converting the speech text into desired language. The framework is useful 
for realizing a telemedicine system. Speech to Speech (STS) module takes the patient's audio content into English audio. STS module 
exploits the Bi-LSTM model with an encoder, decoder and attention mechanism for translation. Then Google Speech API is used to 
convert English audio into English text. Then the framework exploits Natural Language Processing (NLP) to improve the quality of 
text. Afterwards, the disease and symptoms miner module eventually recognizes a list of diseases and corresponding symptoms. We 
proposed an algorithm known as Learning based Disease and Symptom Recognition from Patient Speech (LbDSRPS). This algorithm 
has the functionality to develop TelMedAI which helps doctors in telemedicine. Our empirical study has revealed that TelMedAI 
takes technology-driven telemedicine research forward significantly. The highest accuracy achieved by the proposed framework is 
68.13% which is much better than the baseline LSTM model used for voice translation.
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1.  INTRODUCTION

Research on the realization of telemedicine systems 
with technology-enhanced approaches is most rel-
evant in the contemporary world. The recent COVID-19 
pandemic has emphasized the importance of tele-
medicine. Telemedicine is the system which enables 
people of all walks of life to gain access to healthcare 
services just by making a phone call. This phenom-

enon has many significant advantages such as saving 
time, effort, and money besides getting medical advice 
without time and geographical restrictions. In order to 
develop a telemedicine system, it is important to have 
efficient translation services. The rationale behind this 
is that the patient may speak any language and doctor 
needs to understand what the patient says while doctor 
does not know the language of the patient. Therefore, 
telemedicine has many implementation challenges as 
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explored in [1]. Nevertheless, there has been research 
endeavours to realize technology-driven telemedicine 
systems as found in the literature. 

Machine learning models are explored in [2] and [3] 
towards understanding patient diseases and symptoms 
based on the description given by persons. Speech rec-
ognition research carried out as found in [4-8] provide 
the basis for understanding the importance of patient 
speech recognition in telemedicine besides how the 
existing methods could achieve it. Voice recognition 
in an IoT-integrated home automation system is inves-
tigated in [9] while a similar kind of approach is used 
in [10] as part of remote patient monitoring. Research-
ers explored telemedicine with novel technologies as 
discussed in [1, 11-13]. The realization of telemedicine 
has many challenges as discussed in [11]. One signifi-
cant challenge is the voice-to-voice conversion from 
source to target language. Artificial intelligence and its 
usage in telemedicine is studied in [12]. Though there 
are innovative technologies, it is observed in [1] that 
telemedicine implementation is still challenging due 
to several complexities involved. Patient engagement 
early and disease diagnosis through the telemedicine 
system is investigated in [14]. From the literature, it is 
found that there is need for a system that can trans-
late patient voices into English and mine diseases and 
symptoms to help doctors realise a telemedicine sys-
tem. Towards this end, we proposed an AI enabled sys-
tem for patient speech translation into desired target 
language and analyse patient's health symptoms and 
diseases. The novelty of the proposed system is it is de-
signed to be language-independent and helps in ana-
lysing and identifying patient's disease and symptoms 
to assist doctors. The proposed system plays crucial 
role in realizing a technology-driven telemedicine sys-
tem. Our contributions to this paper are as follows. We 
proposed a framework known as TelMedAI which is 
designed to recognize patient speech to comprehend 
disease symptoms besides converting the speech text 
into desired language and recognize the patient's dis-
ease and symptoms to develop the telemedicine sys-
tem. We proposed an algorithm known as learning-
based Disease and Symptom Recognition from Patient 
Speech (LbDSRPS) to developTelMedAI which helps 
doctors in telemedicine. We built an application for 
evaluating TelMedAI and the underlying algorithm. 
The utility of bi-LSTM model used in the STS module is 
evaluated and the results are compared with baseline 
LSTM model.The remainder of the paper is structured 
as follows. Section 2 reviews the literature on existing 
research efforts using machine learning in the field of 
telemedicine. Section 3 presents the proposed frame-
work along with its modus operandi in detail. Section 
4 presents experimental results while section 5 con-
cludes our work and provide limitations of the current 
work and directions for future research. 

2. RELATED WORK 

This section reviews the literature on existing re-
search endeavours on the usage of techniques towards 
telemedicine. Zahia et al. [2] opines that pressure inju-
ries burden healthcare systems. Non-invasive imaging, 
including Deep Learning, aids accurate assessment, 
but limited data hinders progress. Their investigation 
has revealed the need for non-invasive healthcare ser-
vices that could be beneficial to general public. Dargan 
et al. [3] explored deep learning to show versatility and 
progress across various fields. Challenges include op-
timizing hierarchies and maintaining databases. The 
insights of their research reveal that deep learning 
models are very useful in computer vision applications. 
Stanovov et al. [4] proposed a cloud-based speech-
controlled wheelchair system, emphasizing the ben-
efits of multiple cloud speech recognition APIs for ac-
curacy. Recognition of speech could help in solving 
many real world problems such as directing navigation 
of a wheel chair. Sescleiferet al. [5] focused on online 
crowdsourcing which aids in efficient and effective per-
ceptual speech assessments, particularly beneficial for 
cleft palate surgeries.Speech perception plays crucial 
role in certain applications such as telemedicine where 
patient's speech needs to be understood accurately. 
Ivan et al. [9]. An IoT-enabled voice recognition system 
is explored. Kho et al. [11] observed that telemedicine 
faces implementation challenges due to inadequate 
attention to change management. A process-oriented 
approach is recommended. From their work is under-
stood that there are gaps in existing telemedicine sys-
tems. One such gap is lack of usage of AI. Olivia et al. 
[12] investigated on advancements in digital technolo-
gies that offer transformative potential for ophthalmol-
ogy, notably amid the COVID-19 pandemic, yet chal-
lenges persist. In their research, there is inference that 
improving end-to-end communications in healthcare 
considering every possibility helps in developing more 
robust applications. Spachos et al. [15] observed that 
the pandemic spurred changes in interactions with ob-
jects. Voice-activated IoT devices have healthcare po-
tential, yet security concerns persist. Voice based com-
munications in telemedicine system needs technology 
adoption to leverage seamless telemedicine services.

Lesso et al. [16] opined that telehealth in respira-
tory care lacks efficient cough detection. Proposed 
Hu moments-based system offers high sensitivity and 
specificity. However, it is observed that there is need 
for enhancing the system to have generalized system 
for all kinds of diseases. Erdene et al. [17] observed 
that mobile health technologies aid in early stroke de-
tection through continuous monitoring with diverse 
sensor-equipped devices. Such systems are useful for 
alerting people of health issues. However, the avail-
ability of telemedicine can expect possibilities in ren-
dering healthcare services. Jamshidiet et al. [18] stated 
that COVID-19's global impact necessitates AI-driven 
solutions for diagnosis and treatment acceleration, in-
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tegrating varied data sources for effective platforms. 
Covid pandemic also necessitated and reinforced the 
need for technology driven approach where people 
can have health services over phone. Panganibanet et 
al. [19] a deep learning model is evaluated for diagnosis 
of a patient's disease.Since deep learning models are 
found good at learning audio signals, using them in de-
velopment of a telemedicine system could have a posi-
tive impact. Wang et al. [20] observed that COVID-19 
intensified the role of robotics in healthcare. Despite 
advancements, challenges like cost and accessibility 
persist. Such challenges can be overcome with an ef-
ficient telemedicine system for some of the health is-
sues. Dharmale et al. [21] exploited phonetic system in 
healthcare industry for leveraging speech recognition 
system. Choutri et al. [22] focused on human-drone in-
teraction where speech is recognized of multiple lan-
guages. Kerwagen et al. [23] investigated on diagnostic 
management along with speech recognition and us-
ability in healthcare. Shindel et al. [24] studied health-
care applications integrated with blockchain technol-
ogy. Javaid et al. [25] explored machine learning and its 
utility in healthcare domain besides providing valuable 
insights. From the literature, it is found that there is a 
need for a system that can translate patient voice into 

English and mine diseases and symptoms for helping 
doctors realise a telemedicine system. 

3. PROPOSED FRAMEWORK  

We proposed a framework known as TelMedAI 
which is designed to recognize patient speech to com-
prehend disease symptoms besides converting the 
speech text into desired language. The framework is 
useful for realizing a telemedicine system. Overview 
of TelMedAI is shown in Fig.1. The source speaker (pa-
tient) may speak over the telephone in any language. If 
that language is not English, the proposed framework 
helps in converting a voice in different language to a 
voice in English. This conversion is known as Speech 
to Speech (STS) conversion. The STS module in the 
proposed system exploits the deep learning model 
LSTM for converting patient speech (voice) into Eng-
lish (voice). Fig. 2 illustrates how the STS conversion 
module does it. Once the patient's voice is converted 
to voice in English, it is one of the outcomes of the sys-
tem which can be listened by the doctor directly. Fur-
ther TelMedAI has provision for converting speech in 
English to English text. This conversion is carried out by 
speech to text conversion module of the framework.

Fig. 1. Overview of the proposed framework known as TelMedAI useful for telemedicine

Text in English is another desired output useful to 
doctor in the telemedicine system. Afterwards, the text 
in English is subjected to pre-processing using NLP fol-
lowed by text mining to discover disease and symptoms 
found in the patient's speech. The rationale and moti-
vation behind three outcomes in doctor’s dashboard is 
that it will enable doctor to revisit and correlate findings. 
Therefore, the third outcome of the system useful for 
doctor is the identified disease and its symptoms. Since 
voice input is translated into English, only textual data 
is analysed for identification of disease and symptoms. 
The STS conversion module makes use of bi-directional 

LSTM used as an encoder and decoder network. We pre-
ferred the LSTM model as order of the inputs and out-
puts is important. In other words, LSTM is well known for 
its ability to function in the temporal domain. Using the 
Fourier transform, the given patient's voice is converted 
to a Mel spectrogram of speech in the original language. 
This high level representation of the patient's voice is 
given to the Bi-LSTM model to convert data into linear 
spectrograms of speech in English (the target language). 
The spectrogram of speech of English is subjected to 
Griffin Lim Vocoder to convert the high-level representa-
tion to target voice file.
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Fig. 2. Functional flow of STS conversion module

Once the source voice is converted to the target 
voice file, speech to text conversion module comes into 
picture. This module makes use of Google Speech API 
to translate voice in English to text in English. Before 

elaborating further process involved in the TelMedAI, 
we describe the encoder and decoder functionality in-
volved in the STS conversion module. The basic encod-
er and decoder functionality of LSTM is shown in Fig. 3.

Fig. 3. LSTM based encoder and decoder network

The encoder is made up of three recurrent LSTM units 
while the decoder is made up of two recurrent LSTM units. 
Each unit acts on the given input and propagates output 
to the next LSTM unit. The encoder computes hidden 
states as expressed in Eq. 1 where ht denotes hidden state 
in given time step, W refers to weight matrix.

(1)

It involves the multiplication of weights associated 
with the previous hidden state and the input vector. 

Concerning decoder, computation of the hidden state 
is done as expressed in Eq. 2 where ht denotes hidden 
state in given time step, W refers to weight matrix.

(2)

Computation of final output in the absence of any 
activation function is carried out as expressed in Eq. 
3 where y refers to output, W indicates weight matrix 
and t refers to given time step.

(3)
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It reflects output in the form of a multiplication ma-
trix derived from a weight matrix associated with hid-
den vector in the given time step. An important con-
sideration is the attention mechanism which has the 
potential to improve the network as it lies between 
encoder and decoder. The attention mechanism gets 
rid of any possible misalignment between the encoder 
and decoder. The Bi-LSTM-based block box shown in 
Fig. 2 plays an important role in converting patient's 
voice from one language to another language (STS). 
This process is further elaborated as illustrated in Fig. 4. 
Stacking LSTM units is done to develop the encoder 

which produces outputs form Mel spectrograms of the 
patient's voice in native language. Then the output is 
concatenated. Afterwards, an attention mechanism is 
used to optimize outcomes to be given to the decoder 
in order to avoid error. Then a stacked LSTM unit is used 
as decoder followed by a dense layer and Griffin Lim 
Vocoder to generate Mel spectrograms of target lan-
guage. Here Griffin Lim Vocoder algorithm is used to 
generate target spectrograms. The attention mecha-
nism used in the proposed system is multi-head atten-
tion as it is run many times instead of computing atten-
tion once.

Fig. 4. Technical details of the pipeline involved in the STS module

The dense layer involved in the network is itself a 
well-connected neural network. It is used to generate 
outcomes as expressed in Eq. 4.

Output= activation (d ot(input, kernel)+bias) (4)

It makes use of weight kernel matrix and input ten-
sor to have a dot product which is nothing but second 
LSTM unit's output in the decoder of the network. Here 
the bias is optional and set to zero. MSE is used as a 
loss function to minimize error in computations. We 
also used Adam optimizer to improve accuracy of the 
model. Now let us get back to the framework TelMe-
dAI presented in Fig. 1. After converting from English 
speech to text using Google Speech API, the resultant 
text is subjected to NLP for pre-processing. It is used 
to get rid of meaningless words in the speech. After-
wards, the disease and symptom miner is responsible 
for discovering disease (s) and corresponding symp-
toms. This module provides the desired convenience 
to doctors as it provides list of candidate diseases and 
corresponding symptoms. Our implementation of the 
disease and symptom miner module is influenced by 
the work of [21] where more technical information 
about how the diseases and the symptoms are identi-
fied from text in English. As presented in Algorithm 1, it 
takes patient speech as input. It is the voice of patient 
describing about his/her disease to seek doctor's ad-
vice through telemedicine system. After completion of 

the processing, the proposed algorithm results in three 
outputs that are useful to doctor in disease diagnosis 
and treatment. They are known as translated English 
voice files, English text and recognized disease and 
symptoms. The given patient voice is used to generate 
a Mel spectrogram. This is the high-level representa-
tion of patient's voice information sent to doctor. Then 
the algorithm makes use of Bi-LSTM with encoder, de-
coder along with attention mechanism to convert Mel 
spectrogram of source language voice into the Mel 
spectrogram of target language that is English.

Algorithm 1: Learning based disease and symptom 
recognition from patient speech

Algorithm: Learning-based Disease and Symptom 
Recognition from Patient Speech 

Input

Patient speech (voice file)ov

Outputs

Translated English voice file tv
English text tt
recognized disease and symptoms R 

1. Begin 

2. SGenerateMelSpectogram(ov)

3. Build Bi-LSTM model m
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4. Compile the model m
5. TGenerateTargetMelSpectogram(m, S)
6. tvGenerateEnglishVoiceFile 
 (T, Griffin Lim Vocoder algorithm)
7. ttGoogleSpeechAPI(tv)
8. tt’NLPTechniques()
9. RDiseaseAndSymptomMiner(tt’)
10. Display tv
11. Display tt
12. Display R13.
13. End

The target Mel spectrogram is given to the Griffin Lim 
Vocoder algorithm which generates English voice file. 
This process is known as STS (speech to speech) conver-
sion. Once STS is completed, its resultant English voice 
file is converted to English text using Google Speech 
API. The resultant English text contains information 
provided by the patient to doctor but translated to 
English. This text is subjected to NLP techniques such 
as stop word removal, stemming and lemmatization to 
improve quality of the text. Afterwards, the disease and 
symptoms miner module is used to discover disease 
and corresponding symptoms from English text.

4. EXPERIMENTAL RESULTS

We implemented our framework TelMedAI using Py-
thon language, machine learning library and Google 
Speech API. This section presents experimental results 
in terms of patient voice converting to Mel spectro-
grams or source and target (English) languages. It also 
provides the accuracy of deep learning model pro-
posed in this paper and compare the same with base-
line LSTM model. Fig. 5 presents Mel spectrogram in 
source and target languages.

(a)

(b)

Fig. 5. Mel Spectrograms (a) for English sentence 
“I am suffering from fever” and (b) equivalent in 

Swedish

Patient's speech saying "Jag harbour" in Swedish lan-
guage is converted to source language Mel Spectro-
gram and target language (English) Mel Spectrogram. 
English equivalent of the patient's speech is "I am suf-
fering from fever".

(a)

(b)
Fig. 6. Performance in terms of (a) error and (b) 
accuracy  of the Bi-LSTM with attention in the 

proposed system 

The model performance in terms of error and accuracy 
is visualized against number of epochs as shown in Fig. 
6. It is the result of Bi-LSTM with attention in the pro-
posed system. Table 1 shows performance comparison.

Table 1. Shows performance comparison

Model Accuracy
Baseline LSTM 62.24

Bi-LSTM with Attention (proposed system) 68.13

Accuracy of the Bi-LSTM model with the attention 
mechanism used in the proposed framework is com-
pared with that of a baseline LSTM model.

Fig. 7. Performance comparison between the 
proposed and existing models
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Performance of the deep learning model used in the 
proposed system (Bi-LSTM with attention) is compared 
with the baseline LSTM model, as shown in Fig. 7, in 
terms of accuracy in translating the patient's source 
language voice to English voice. The proposed model 
in the paper outperformed the baseline model. High-
est accuracy achieved by the proposed framework is 
68.13%. Considering the difficulty in STS conversion, 
this accuracy is significant. However, the proposed sys-
tem has several limitations that need to be overcome in 
future. First, it is implemented as a preliminary system 
and it is no way perfect to be used in a telemedicine 
system without further improvement. Second, the pro-
posed system is yet a laboratory study which takes pre-
recorded patient voice as input. However, it needs to 
be improved to consider live voice of patients. Third, as 
of now, the system is yet to be integrated with a tele-
phone line to capture patient's voice and evaluate the 
functionality. Fourth, the proposed system has to be 
improved further to deploy in a healthcare unit where 
doctors can take patient calls to understand their 
health issues, diagnose and give treatment. 

5. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a framework known as 
TelMedAI which is designed to recognize patient 
speech to comprehend disease symptoms besides 
converting the speech text into desired language. The 
framework is useful for realizing a telemedicine system. 
Speech to Speech (STS) module takes patient's audio 
content into English audio. STS module exploits the 
Bi-LSTM model with encoder, decoder and attention 
mechanism for translation. The deep learning model is 
used to convert source language Mel Spectrogram into 
English Mel Spectrogram. The target Mel spectrogram is 
given to Griffin Lim Vocoder algorithm which generates 
English voice file. Then Google Speech API is used to 
convert English audio into English text. Then the frame-
work exploits Natural Language Processing (NLP) to im-
prove quality of text. Afterwards disease and symptoms 
miner module eventually recognizes a list of diseases 
and corresponding symptoms. We proposed an algo-
rithm known as Learning based Disease and Symptom 
Recognition from Patient Speech (LbDSRPS). This algo-
rithm has the functionality to develop TelMedAI which 
helps doctors in telemedicine.

Our empirical study has revealed that TelMedAI takes 
technology-driven telemedicine research forward sig-
nificantly. As of now, our system is tested with patients’ 
voice files. However, to develop a complete telemedi-
cine system, there is need for much work to be one. In 
future, we intend to improve our system in two phases. 
In the first phase, we evaluate it with live patient’s voice 
and in the second phase we deploy it in a healthcare 
unit for live testing and further improvement. Improv-
ing accuracy is also to be considered in future. 
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