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Load Forecast (LF) is an important task in the plan-
ning, control and application of public power systems. 
Accurate Short Term Load Forecast (STLF) is the 
premise of safe and economical operation of a pow-
er system. In the research of short-term power load 
forecasting, machine learning and deep learning are 
the most popular methods at present, but there still ex-
ists a problem that the single and simple structure of 
power load forecasting model leads to low accuracy 
of load forecasting. In order to improve the accura-
cy of STLF, a Gated Cycle Unit (GRU)-Transformer 
combined neural network model is proposed. Trans-
former encoder structure is used as feature extractor 
to mine the complex mapping relationships between 
the input features and load. The advantage of self-at-
tention mechanism is used to solve the problem of in-
formation loss of long sequences in short-term power 
load forecasting. At the same time, the multivariate 
time series model of GRU is used for model training. 
The experimental results on the power load data set 
of a certain region in southwest China and Panama 
City show that the proposed combined model predic-
tion method has higher accuracy than those proposed 
in other literatures, which further proves its feasibility 
and superiority.
ACM CCS (2012) Classification: Theory of computa-
tion → Design and analysis of algorithms
Keywords: short-term power load forecasting, 
self-attention mechanism, multivariate time series, 
gated recurrent unit, feature extractor

1. Introduction

With the rapid development of science and tech-
nology and social economy, smart grid has been 
developed. The power industry supports the de-
velopment of the national economy, the stability 
of society and the convenience of people's life. It 
is the main driving force of modern production 

and plays an increasingly important role in the 
national economy [1, 2]. The role of the power 
industry is to meet the electricity demand of var-
ious industries of a country, and the power load 
forecasting is a crucial technology in the power 
industry. Accurate power load forecasting can 
promote the development and stable operation 
of the power industry. Power load forecasting is 
based on power load itself, temperature factors, 
weather factors, economic development factors, 
etc.Its goal is to study the dependance between 
historical load and load influencing factors, 
and to scientifically forecast future power load 
[3–5]. Accurate power load forecasting can alle-
viate the rift between power supply and demand, 
and is paramount to the reasonable arrangement 
of the operation mode and maintenance plan of 
the power system or microgrid, which not only 
reduces the operation cost, but also improves the 
efficiency of the power system or microgrid [6–
9]. Inaccurate power load forecasting can cause 
power companies to bear huge financial burdens 
and additional costs [10].
Because it is difficult to store electric energy on 
a large scale, and furthermore, social electricity 
consumption is constantly changing, it is nec-
essary for power system generation and social 
electricity consumption to balance dynamically. 
The power system provides stable, economic 
and uninterrupted high-quality electric energy 
[11–13] to support the development of the na-
tional economy and social stability. The main 
sources of electric energy are: hydropower, 
thermal power, nuclear power, wind power and 
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others. With the proposal of ''carbon neutrality'', 
electricity is an important factor affecting car-
bon dioxide emissions [14]. In order to replace 
polluting power sources such as thermal pow-
er with clean power sources, it is increasingly 
necessary to accurately predict the power con-
sumption required by society and make electric 
energy reserves [15]. Therefore, high-precision 
power load prediction is of great significance 
for the promotion of ''carbon neutrality'' [16, 
17]. Power load forecasting can predict the load 
demand of each region, guide the power gener-
ation of power plants and the power supply of 
power supply companies, and ensure the stable 
operation of the power grid. Improving the ac-
curacy of power load forecasting is not only of 
great significance for promotion of the develop-
ment of ''carbon neutrality'', but also to reduce 
the unnecessary consumption of manpower and 
material resources in the development of power 
industry.
Power load forecasting is based on the changes 
of historical load data, time factors and meteoro-
logical factors, and the analysis of traditional or 
deep learning model methods is used to assess 
the demand load of the region [18]. This paper fo-
cuses on short-term load forecasting, which is to 
predict the load in the next few minutes to sever-
al weeks. There are two main steps in short-term 
power load forecasting: (1) Feature extraction of 
the original input data; (2) Construction a pre-
dictive model, using machine learning or deep 
learning methods, and finally using its fitting 
ability to establish the relationship between fea-
tures and loads [19]. Before load forecasting, it 
is necessary to extract the features of the load to 
dig out the features contained in the power load, 
analyze the load characteristics to find out its im-
pact factors, and extract the features contained 
in the impact factors [20]. In traditional feature 
extraction, existing features are processed to 
simplify features or add some new features. For 
example, Wang [21] uses sparse autoencoders to 
suppress the output of hidden layer neurons to 
achieve a sparse network effect. However, the 
trend of power load is relatively complex, and 
the trend of traditional statistical characteristics 
is relatively simple, which cannot be well fitted. 
Wu and Zhu [22] combined the time convolu-
tional network with GRU, divided the data set 
into two parts, extracted the time series features 
of the time series data, and then combined the 

features of the non-time series to improve mo-
notony and trend, so as to improve the accuracy 
of the model. Zhu et al. [23] used a convolu-
tional neural network to select parameters with 
high correlation between input parameters and 
load as inputs, and built a load prediction model 
using BiLSTM. However, convolutional neural 
networks require a lot of data for fine-tuning in 
feature screening, and the lack of data makes the 
model easy to overfit. The LSTM algorithm is 
very dependent on the parameter setting, and the 
generalization of the model will be poor if the pa-
rameters are set by experience. Chen and Zhang 
[24] proposed nonlinear dynamic adjustment in-
ertial weight particle swarm optimization algo-
rithm to optimize the LSTM model, improve the 
global optimization ability, reduce the model's 
dependence on pre-set parameters, and improve 
the model generalization. Recurrent neural net-
work (RNN) is used to solve the problem of 
power load forecasting due to its superiority in 
time series processing. Guo et al. [25] used the 
improved particle swarm optimization method 
to extract the features of weather factors in the 
input factors, and then used the RNN optimized 
by the simulated annealing algorithm to estab-
lish a short-term power load prediction model to 
solve the characteristics of weak global search 
ability of RNN, and the model achieved a good 
prediction effect. When dealing with time series, 
RNN acts in serial operation mode, which will 
restrict the running speed of the model. RNN 
will also have information loss when performing 
each recursion, and serious information loss will 
occur when the input sequence is long, resulting 
in memory degradation. This paper introduces 
Transformer model into the field of short-term 
power load forecasting to solve the above-men-
tioned problems. Transformer's multi-head at-
tention mechanism can learn different behaviors 
based on the same attention mechanism. At the 
same time, its core self-attention mechanism 
seeks the dependency between input feature 
vectors based on matrix multiplication. This op-
eration principle of self-attention realizes par-
allel computation, which greatly improves the 
running speed compared to RNN that can only 
be computed in a serial way [22]. The combined 
GRU-Transformer NN model proposed in this 
paper first uses Transformer's coding layer as a 
feature extractor to dig deeply into the character-
istics of power load itself and search for relevant 
impact factors.That way it is possible to express-
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Figure 1. Transformer code layer structure diagram.

2.2. Self-attention Mechanism

The self-attention mechanism is used to embed 
the influence factors before and after the time 
series by calculating and adjusting the weight of 
the sample in the input vector. Figure 2 shows 
the structure of a single encoder and self-atten-
tion mechanism.
Suppose the input vector is X = {x1, x2, ..., xt, 
xt + 1, ...}, t is the time series {t | t = 1, 2, ..., T}, 
maps each input vector to three different Spac-
es, generating a query vector (Q), a key vector 
(K), and a value vector (V). And the external 
linear mapping to three matrices (W 

Q, W 
K, WV), 

the steps are as follows.

es and extract the features related to the impact 
factors to obtain the most significant features in 
the training data set. Then the extracted features 
are passed into the fully connected layer, and 
then the two-layer GRU model is used to pre-
dict, which can significantly improve the model 
learning ability compared with the single-layer 
GRU. Finally, a fully connected layer is used to 
fit the predicted value, and the short-term power 
load prediction is realized.

2. Basic Principles

2.1. Transformer Feature Extractor

The transformer is introduced into this pre-
diction model, using only the encoder part as 
a feature extractor. The encoder consists of an 
input layer, a positional coding layer and four 
coding layers, which are arranged together in 
a stacked manner. The input layer is primarily 
a fully connected neural network that maps the 
time series to a preset model dimension. Posi-
tion coding injects relative or absolute position 
information into sequence vectors. The model 
can learn the position information of time se-
ries. The time series is then passed into four 
coding layers with the same structure, and the 
data is maintained in a complete and standard 
distribution through residual concatenation and 
layer normalization. The Transformer coding 
layer structure is shown in Figure 1.

Figure 2. Single encoder and self-attentional mechanism.
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a) Sample generation vector is obtained, the 
formula is: 

 = ⋅
 = ⋅ 
 = ⋅ 

Q

K

V

Q X W
K X W
V X W                   

(1)

b) Use the scaled dot product as the attention 
scoring function, the formula is:

( , , )
k

Attention Q K V Softmax V
D

 ⋅
= ⋅  

 

T
i iQ K

   
(2)

where, Qi · Ki
T is the score of the sample in each

vector, kD  is the optimization of the training
gradient, and Softmax is the function of normal-
ization by column.
c) Through the residual network normaliza-

tion processing, the result is used as the 
input of the feedforward neural network.

2.3. Multi-head Attention Mechanism

Each self-attention module is called a head, and 
the focus of each self-attention head is different. 
For example, some heads pay attention to the 

local information of the time series, while some 
heads pay attention to the global information. 
The multi-head attention composed of multiple 
heads can enable each head to perform its own 
duties without interfering with each other, so as 
to carry out complex tasks. Formulas (3) and 
(4) are the splicing methods of multi-head at-
tention

( )1( , , ) , hMulti Q K V Concat head head= 0W    (3)

( ), ,ihead Attention Q K V= Q K V
i i iW W W      (4)

2.4. Gated Cycle Unit

The GRU is a variant of the LSTM with only 
update and reset gates. On the basis of retaining 
LSTM to solve the long- and short-term depen-
dence problems, such as gradient disappearance 
and gradient explosion, the internal structure of 
neurons is optimized to reduce the calculation 
amount of cell state and solve the problem that 
LSTM has as it needs to set too many model 
parameters. GRU has a faster convergence rate 
than LSTM during training. Figure 3 shows the 
GRU network structure.

Figure 3. Schematic diagram of GRU network structure.
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The forward update formula of GRU network 
is as follows:

( )1t t tz x hσ −= + +Z Z zW U b              (5)

( )1t t tr x hσ −= + +r r rW U b              (6)

( )1tanht t t th x r h −= + ⋅ +

h h hW U b         (7)

( )1t t t t th z h z h= − ⋅ + ⋅                  (8)

where, rt is the reset gate, zt is the update gate, xt 
is the input value of the current time load, ht the 
output value of the current time load, ht - 1 is the 
hidden layer information of the previous node, 
b, W and U are the weight coefficient matrix, 
used to calculate the output of the reset gate and 
the update gate.

3. GRU-Transformer Combined  
Neural Network Prediction Model

3.1. Model Description

As a typical time series forecasting problem, 
short-term power load forecasting needs to con-
sider various factors manually when applying 
the traditional time series forecasting model. 
Models based on deep neural networks have 
excellent effects in solving the above prob-
lems, among which transformer model is the 
most typical. The self-attention mechanism of a 
transformer can extract low - and high-dimen-
sional features of input data when facing too 
long time series, which gives the transformer 
model an advantage in processing long-term in-
formation and capturing long-term dependen-
cies.
However, transformer's self-attention mecha-
nism will increase the cost and memory con-
sumption due to the secondary calculation of 
the model caused by too long input samples, es-
pecially when the model is stacked with sever-
al self-attention blocks. To solve this problem, 
only the encoder part of Transformer is used to 
extract high-latitude and low-dimensional fea-
tures of power load through the encoder part, 
so as to express power load impact factors in 
a deeper manner. The extracted impact factors 

and external influence factors are input into the 
fully connected layer, and then forecast is per-
formed through the two-layer GRU network. 
Finally, the model output value is input to the 
output of fully connected layer in order to fit it 
to the predicted value.
The coding layer of transformer is applied to 
search for the main load impact factors, and 
the characteristics of the impact factors are ex-
pressed and extracted. Based on GRU network, 
the GRU-Transformer combined neural net-
work prediction model is established.

3.2. Structure of Prediction Model

The coding layer of transformer is applied to 
search for major load impact factors, express 
and extract the characteristics of impact factors, 
and establish a combined prediction model of 
GRU-Transformer based on GRU network, as 
shown in Figure 4. It consists of an input layer, 
transformer feature extraction layer, GRU mul-
tiple time series network layer and an output 
layer. The model is described as follows.
Input layer: The load history data is combined 
with relevant factor data, and the normalization 
process is carried out as the input of the model. 
Assuming that the length of the data is N, the 
data is represented as X = [x1, x2, ..., xn].
Encoder feature extraction layer: This layer is 
composed of a location coding layer, multi-head 
attention mechanism layer and feedforward 
neural network layer. Position coding is gener-
ated by sine and cosine functions of different 
frequencies. Each sample of normalized data is 
marked with position information to represent 
different semantic information. The formula is 
shown in (9) and (10).

PE( pos, 2i ) = sin( pos/10 0002i/dmoder)       (9)

PE( pos, 2i +1) = cos( pos/10 0002i/dmoder)     (10)

The position of the input sequence is pos, i is 
the dimension, and dmoder represents the size 
of the vector dimension. Multiple attention is 
stacked together to form multi-head attention, 
and the multi-head attention mechanism is used 
to make the model pay attention to different in-
put features. Then, multiple attention heads are 
spliced together to obtain the multi-head atten-
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tion matrix, as shown in (3) and (4). The for-
mula of a feedforward neural network is shown 
in (11).

FFN (Z ) = max(0, ZW1 + b1) W2 + b2   (11)

where, b2 is offset. After the multi-head atten-
tion mechanism and feedforward neural net-
work, residual connection and layer normaliza-
tion are used. The layer normalization formula 
is shown as (12) and (13), LN represents the 
layer normalization, uL is the mean, and σL

2 is 
the variance.

( )( )out outs LN x s x= +                  (12)

( )
2

i L
i

L

x uLN x a β
σ ε

−
= × +

+              
(13)

GRU multiple time series network layer: The 
input of this layer is the feature factor and load 
data extracted after transformer feature ex-
traction. The layer is constructed of a  fully con-
nected layer, two serial GRU layers and output 
fully connected layer. The input full connection 
layer combines the feature factor with the col-
lected historical load data, whose formula is 
shown in (14).

H = ReLU(LN + d )               (14)

The combined data is entered into the GRU cell 
layer as a newly generated feature. Compared 
with the single GRU network, the two-layer 

GRU network can enhance the learning ability 
of the model. Let the output of the GRU layer 
be h, and its formula is shown in (15).

h = GRU(hn-1 + yn)              (15)

The function of the output fully connected layer 
is to collect the influence of historical data in 
different time periods on the predicted points, 
and after synthesizing the influence, the real 
value of the final output is used as the predic-
tion result of the model.

3.3. Loss Function

The mean square error (MSE) is used as the er-
ror formula and the loss function is defined as

( )2

1

1 n

i i
i

MSE y ý
n =

= −∑
               

(16)

In the command, yi and ýi are label values and 
output values respectively.

4. Simulation Experiment

4.1. Experimental Environment

Anaconda Navigator software was used in Win-
dows 10, and experiments were conducted in 
Python 3.7, using the TensorFlow framework.

Figure 4. Network structure of GRU-Transformer-NN combined model.
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4.2. Acquisition of Experimental Data

From January 2020 to February 2021, loads 
in a region in southwest China were collected 
once every 15 minutes every day, 96 times a 
day. By using the crawler method, weather data 
and temperature data at the corresponding time 
were crawled from the meteorological web-
site, and data labels were obtained as shown in 
Table 1.

4.3. Analysis of Influencing Factors

1. Influence of meteorological factors

Meteorological factors are important factors 
affecting the change of power load. Figure 5 
shows the thermal map of the correlation dis-
tribution between the collected meteorological 
factors and the corresponding load in the cur-
rent time period. It can be seen from the fig-
ure that the power load is strongly correlated 
with temperature factors and weakly correlated 

with humidity and wind speed. It is not even 
related to the weather type, and it can reflect 
that the temperature, humidity, wind speed and 
other factors are positively correlated with the 
load. It can be concluded that with the increase 
of temperature, humidity and wind speed in the 
region, the power load in the region will also 
increase.

2. Influence of time factor

As shown in Figure 6, the power load changes 
in a single day in January 2020. A total of 96 
points are collected, and each point represents 
the load every 15 minutes. According to the 
analysis of the figure, the daily power load can 
be divided into three parts: morning, afternoon 
and evening. In the morning, people start to 
work, and industrial and commercial electricity 
consumption increases slowly. At noon, peo-
ple enter the lunch break, and the load curve 
declines. In the afternoon, the work load curve 
begins to rise again.

Table 1. Data sets used in the experiment.

Attribute Meaning Attribute Meaning

YMD Date Weather Type of weather

max_temp Maximum temperature Type of week Type of week

min_temp Minimum temperature Wind speed Wind speed

ave_temp Average temperature Season Season

Relative humidity Relative humidity Last moment load Last moment load

Rainfall Rainfall Current time load Current time load
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Figure 5. Thermal diagram of correlation between meteorological factors and power load.

Figure 6. Load variation curve within a day.
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4.4. Experimental Data Preprocessing

There will be data anomalies in the data ob-
tained by crawling, including missing data and 
distorted data. The input of these abnormal data 
will affect the model prediction accurecy, so it 
is necessary to set the distorted data to null val-
ues, and then fill the null value and missing data 
with a interpolation filling method.

We normalized the data to [0, 1], the formula is 
as follows

min

max min
scale

x xx
x x

−
=

−                   
(17)

xmin and xmax are the minimum and maximum 
values in the data, x is the unprocessed data, 
and xsclae is the normalized value.

4.5. Experimental Evaluation Criteria

The root mean square error (RMSE), mean ab-
solute percentage error (MAPE) and R Squared 
are used as the evaluation metrics of the model, 
and the calculation formula is as follows:

( )2

1

1 n

i i
i

RMSE y ý
n =

= −∑
             

(18)

1

1 n
i i

i i

y ýMAPE
n y=

−
= ∑

                
(19)

( )2 , 1 res

tot

SSR y ý
SS

= −
                 

(20)

where, 2

1
( )

n

tot i i
i

SS y y
=

= −∑  , 2

1
( )

n

res i i
i

SS y ý
=

= −∑ . 

yi indicates the actual load, ýi indicates the pre-
dicted load, and ÿi indicates the average actual 
load.

4.6. Comparative Experiment and  
Result Analysis

1. Selecting network model parameters

Transformer is used as a feature extractor and 
GRU multiple time series model to forecast 
power load. The add function is used to stack 
multiple network layers, and the Adam optimi-
zation method is used in the network training 
phase, which has the advantage of non-station-
ary targets.

2. Network training

Based on the power load of a region in south-
west China from January 2020 to February 
2021, 35798 data points were used, among 
which the training set and test set were 8: The 
test set data is input into the prediction model, 
and the loss of the model decreases as shown in 
Figure 7. It can be seen that in both the training 
set and the test set, the loss function gradually 
decreases and approaches 0. The closer the loss 
value is to 0, the more suitable the prediction 
model is for the training set. Therefore, the se-
lected parameters are the optimal parameters of 
the model.

3. Model prediction results

A total of 192 data points within two days of the 
forecast day were selected to compare the real 
value and predicted value of the load data in 
the form of a line chart, as shown in Figure 8. It 
can be seen that the predicted load trend is close 
to the real load trend, indicating that the model 
proposed in this paper can effectively fits the 
load change trend and predicts the load data 
well. However, there is a deviation at point 28 
and 48, one of which is the peak value and the 
other is the valley value. More specifically, this 
time is 7 o'clock in the morning and 12 o'clock 
in the noon, respectively. At those times, the 
disturbance caused by the increase of civil elec-
tricity consumption will be the direction of fur-
ther research.
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load data points, and corresponding RMSE, 
MAPE and R square are calculated as the 
model performance evaluation indicators. The 
comparison results are shown in Figure 9. As 
can be seen from the comparison in Figure 9, 
LSTM model and GRU model can only predict 

4. Comparison of prediction models

In order to display the prediction effect of the 
model more intuitively and accurately, LSTM, 
GRU, Transformer and other neural network 
models are used to forecast the same power 

Figure 7. Model loss change curves of training set and test set.

Figure 8. Model prediction result curve.
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the trend of load change, while the transformer 
model has a large prediction error in peak and 
valley values. The load trend predicted by the 
proposed model in this paper is close to the real 
load trend, and it fits the real data well in any 
time period. Compared with single LSTM mod-
el, GRU model and Transformer model, the fit-
ting effect is also improved. The corresponding 
RMSE, MAPE and R square were calculated as 
the performance evaluation indexes of the mod-
el, and the comparison results were shown in 
Table 2. The MAPE of the model proposed in 
this paper is 1.639%, and the error is 2.581% 
and 1.133% lower than that of the single GRU 
and Transformer models, respectively.

4.7. Model Verification

The Panama City power consumption data set 
(2015-2020) from the Kaggle competition data 
set was used as the validation data set of the 
model, and the data set was divided 8:2 to get 
38,440 training data points and 9610 test data 
points. GRU neural network, support vector 
machine (SVM), transformer and the model 
proposed in this paper are used in the Panama 
City power consumption data set for model 
construction and prediction, and the model pre-
diction error is shown in Table 3. The exper-
imental results show that the proposed model 
has lower error rates than the other models.

Figure 9. Four model prediction result curves.

Table 2. Comparison of model prediction accuracy.

Model RMSE/MW MAPE% R2

LSTM 548.62 5.507 0.858

GRU 411.40 4.220 0.920

Transformer 566.926 2.772 0.968

GRU-Transformer-NN 143.144 1.639 0.984
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Figure 10 shows the line chart of the actual and 
predicted load data of Panama City for two days 
in the middle of the forecast date. It can be seen 
from the chart that the model method proposed 
in this paper has good forecasting performance, 
and there is little deviation between the predict-
ed value and the actual value at the peak and 
valley values.

5. Conclusion

In order to improve the accuracy of STLF, 
based on GRU and transformer models, this pa-
per introduces gated cycle unit for short-term 
power load prediction that utilizes a two-layer 
gated cycle unit to enhance the learning abili-
ty, and uses an input fully connected layer and 
output fully connected layer to fit the load data. 

Table 3. Comparison of model prediction accuracy.

Model RMSE/MW MAPE% R square

GRU 37.961 2.748 0.902

SVM 52.225 4.144 0.814

Transformer 57.61 2.871 0.958

GRU-Transformer-NN 17.589 1.63 0.977

Figure 10. Prediction result curve of the model.
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A combined GRU-transformer neural network 
model is proposed. The GRU module of the 
combined GRU-transformer neural network is 
dedicated to processing time series data, and 
the transformer module extracts features from 
the variable data affecting the power system. 
The model proposed in this paper is compared 
with LSTM, GRU and transformer models in 
the actual experiment of power load forecast-
ing in a region in southwest China and Panama 
City. The results show that the proposed model 
can effectively extract the hidden features of the 
data set and process the time series data well. 
The GRU-Transformer combined neural net-
work model has the lowest MAPE and RMSE 
values, which indicates that the proposed model 
achieves the best performance among the com-
peting models.
However, when using the GRU Transformer 
model for short-term power load forecasting, the 
selected hyperparameters such as learning rate, 
batch size, and number of neurons in the GRU 
layer are based on human experience. Hyperpa-
rameters chosen is such manner are not likely 
to achieve the best prediction results, and they 
may cause overfitting or underfitting during the 
training process. To prevent this phenomenon 
from occurring, future research will introduce 
the sparrow search algorithm and improve it by 
optimizing hyperparameters to further enhance 
the prediction accuracy of the model.
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