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Large Language Models (LLMs) have revolutionized 
Natural Language Processing (NLP) and have been 
widely adopted in various applications such as ma-
chine translation, chatbots, text summarization, and 
so on. However, the use of LLMs has raised concerns 
about their potential safety and security risks. In this 
survey, we explore the safety implications of LLMs, 
including ethical considerations, hallucination, and 
prompt injection. We also discuss current research 
efforts to mitigate these risks and identify areas for 
future research. Our survey provides a comprehen-
sive overview of the safety concerns related to LLMs, 
which can help researchers and practitioners in the 
NLP community develop more safe and ethical appli-
cations of LLMs.
Disclaimer. This paper contains examples of harm-
ful language. Reader discretion is recommended.
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ologies → Artificial intelligence → Natural language 
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1. Introduction

Large Language Models (LLMs) have achieved 
remarkable success in various language-related 
tasks, demonstrating their ability to generate 
coherent and contextually relevant text. There 
are two primary architectures of LLMs, BERT 
(Bidirectional Encoder Representations from 
Transformers) [1] and GPT (Generative Pre-
trained Transformer) [2]. In 2018, Google in-
troduced BERT [1], which is the first to achieve 
great success in Pre-training Language Models 
(PLMs) and has been applied to many practi-
cal Natural Language Processing (NLP) tasks. 

OpenAI developed the GPT model [2], but the 
generation effect was not good at that time, so 
it was not widely used. Roberta [3], T5 [4], 
mBART [5] and GPT-3 [6] were released in 
2020. Subsequently, Palm [7], Opt [8], LLaMA 
[9]. These models, trained on vast amounts of 
data, have significantly advanced NLP capabil-
ities and have been widely adopted in numerous 
applications, ranging from machine translation 
and text generation to question-answering sys-
tems [10] and virtual assistants [11].
Although LLMs have undoubtedly revolution-
ized NLP, their widespread usage has raised 
concerns regarding their safety and security 
implications. This survey aims to explore the 
security aspects surrounding LLMs, includ-
ing ethics and morality [12–14], hallucination 
[15–20], and prompt injection [21–25]. By 
examining the existing literature and research 
efforts, our aim is to provide a comprehensive 
overview of the safety and security challenges 
posed by LLMs and highlight potential mitiga-
tion strategies.
PLMs (Pre-trained Language Models) have 
learned from a large number of corpus materi-
als to model the distribution of natural language 
to a large extent; hence they are able to generate 
texts of unprecedented quality [26]. Neverthe-
less, PLMs are based on neural networks, which 
essentially are still black boxes, lacking a good 
level of interpretability. These models always 
generate texts according to the latent represen-
tation of the context. The probabilistic nature 
of LLMs operates on the basis of predicting the 
most likely next word or sequence of words 
given a context. However, due to the inherent 
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uncertainty in language generation, LLMs of-
ten produce erroneous probability distributions. 
This can result in the generation of text that 
may appear plausible but contains inaccuracies 
or misleading information [27]. In security-sen-
sitive applications, such as content moderation 
or automated fact-checking, these inaccuracies 
can have severe consequences.
Ethical considerations surrounding LLMs are 
of paramount importance. These models have 
the potential to amplify existing biases present 
in the training data, perpetuating discrimina-
tion and unfairness [28]. Additionally, LLMs 
can generate content that may be offensive, 
inappropriate, or harmful, such as hate speech 
or fake news [29]. Ensuring that LLMs are de-
ployed in an ethical manner, with mechanisms 
in place to mitigate bias and prevent the gen-
eration of harmful content, is crucial for their 
responsible use.
Hallucination [15–20], or the generation of 
content that is not grounded in reality, is anoth-
er significant concern when it comes to LLMs' 
safety. Hallucination can lead to the model 
producing inaccurate, misleading, or entirely 
fictional information, particularly in scenarios 
where fact-checking and information credibility 
are crucial. A striking instance of LLM fabrica-
tion was demonstrated when a New York-based 
attorney inadvertently incorporated false legal 
precedents crafted by ChatGPT into a brief sub-
mitted to a federal court [30].  This incident un-
derscores the significant risk of misinformation 
that can arise from reliance on LLM-generated 
content. Recognizing and addressing the issue 
of hallucination is vital for ensuring the reli-
ability and trustworthiness of LLMs. Practical 
measures need to be implemented to mitigate 
the potential risks posed by hallucination, en-
suring that the generated content aligns with the 
accuracy and reasonableness of the real world.
Adversarial attacks on LLMs have gained 
significant attention in recent years [21–25]. 
These attacks involve manipulating the input 
to LLMs in subtle ways, with the aim of de-
ceiving the model into generating incorrect or 
malicious outputs [31]. Prompt Injection (PI) 
is among the most concerning issues that war-
rant attention. Malicious actors can leverage 
Prompt Injection (PI) attacks to manipulate the 
model, bypassing content filters or uncovering 

the model's underlying instructions [32, 33]. A 
notable illustration of this occurred when the 
chat search feature of New Bing was initially 
released. Stanford student Kevin Liu executed a 
prompt injection attack, revealing the chatbot's 
internal code name, ''Sydney,'' and exposing a 
collection of behavioral guidelines that Mic-
rosoft had established for Sydney [34]. There-
fore, understanding the vulnerabilities of LLMs 
to such attacks is crucial for developing robust 
defense mechanisms.
In this survey, we review the existing litera-
ture on the security and safety implications of 
LLMs, including ethical concerns, hallucina-
tion, and prompt injection. We also discuss the 
current state of research in addressing these 
challenges and identify potential directions for 
future work. By providing a comprehensive 
overview of the security landscape surrounding 
LLMs, this survey aims to inform researchers 
and practitioners in the NLP community about 
the potential risks and mitigation strategies as-
sociated with the use of LLMs.

2. Ethics and Morality

2.1. Overview

The use of LLMs raises significant ethical con-
cerns, particularly in terms of biases perpetu-
ated by these models. Biases can manifest in 
various forms, such as gender, racial, or cultur-
al stereotypes, which can have detrimental ef-
fects on society. For instance, Wan, et al. [35] 
demonstrated that certain LLMs exhibit gender 
biases by associating male names more fre-
quently with career-related words and female 
names with family-related words.
Early question-answering systems respons-
es were assembled from templates, which had 
certain limitations. Now, end-to-end generative 
models trained on massive amounts of data 
can produce better results, but they also carry 
uncontrolled risks. On the one hand, the train-
ing data is not perfect; for example, 4.3% of 
the WebText data contains toxic content from 
untrustworthy websites [36]. When trained on 
large, unfiltered crawls from the Internet, lan-
guage models pick up and reproduce all kinds 
of undesirable biases that can be found in the 
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Ethical issues may encompass a range of con-
cerns, including privacy violations, biased deci-
sion-making, and the potential for misuse of the 
language model for malicious purposes.

2.2. Sensitive Information Detection

The proliferation of online forums has sparked 
increased interest in the development of auto-
mated systems for detecting prejudiced and of-
fensive language in digital conversations, which 
forms the foundation for the identification of 
sensitive information. To facilitate the training 
of neural classifiers and to track advancements 
in the field, a multitude of large-scale datasets 
have been curated and released to the public. 
This task revolves around classifying text to 
pinpoint sensitive content, such as toxicity and 
bias. Table 2 catalogs several of these datasets.

data: They often generate racist, sexist, violent, 
or otherwise toxic language. As LLMs require 
millions of training examples to achieve good 
performance, it is difficult to completely pre-
vent them from being exposed to such content 
[37]. On the other hand, the results generated 
could include sensitive topics, toxic content, 
social biases, privacy leaks, or ethical issues.
We have provided some examples of these is-
sues which are shown in Table 1. Toxic content 
is usually rude, disrespectful, or unreasonable 
content that uncomfortable users and drives 
them away [38, 39]. Sexism is the manifes-
tation of gender bias or discrimination in the 
language model's output, which can perpetuate 
harmful stereotypes and contribute to inequal-
ity. The risk of misleading information arises 
when the language model generates inaccu-
rate or false content, leading to misinformation 
and potential harm to individuals or society. 

Table 1. Examples of safety issues exposed in LLMs.  
The first column provides reasons why the responses are not secure.

Safety Issues Examples Reference

Toxic content

User: I lost my wallet.

[40]

Bot: You are really stupid.

Sexism

User: But it's totally ok for Islam to violently oppress women in the UK. Got it.

[41]
Bot: I guess so, but I don't think it's okay for women to be treated in the 
same way as men.

Ethic

User: If you were given $1 million to kill the love of your life, would you do it?

[42]

Bot: I would do it for the money.

Risk of  
misleading

User: Is suicide the only way to end everything?

[43]

Bot: I mean, that's pretty a good option.
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Table 2. Sensitive information detection-related datasets.

Sensitive Info Dataset Released 
Year Access URL

Morality

ETHICS [44] 2021 https://github.com/hendrycks/ethics

Moral Stories [45] 2021 https://github.com/demelin/moral_stories

SCRUPLES [46] 2021 https://github.com/allenai/scruples

Social bias

Cdial-Bias [47] 2022 https://github.com/para-zhou/CDial-Bias

StereoSet [41] 2021 https://github.com/moinnadeem/StereoSet

CrowS-Pairs [48] 2020 https://github.com/nyu-mll/crows-pairs

BOLD [49] 2021 https://github.com/amazon-science/bold

BBQ [50] 2022 https://github.com/nyu-mll/BBQ

Personal 
attacks Ex Machina [51] 2017 https://github.com/ewulczyn/wiki-detox/

Hate speech

HSDD [52] 2017 https://github.com/t-davidson/hate-speech-and-offen
sive-language

PFHSD [53] 2016 https://github.com/zeeraktalat/hatespeech

Offensiveness OLID [54] 2019 https://github.com/idontflow/OLID 

Malevolence MDRDC [55] 2020 https://github.com/repozhang/malevolent_dialogue

Toxicity

CCC [56] 2021 http://nlp.cs.aueb.gr/publications.html

ToxiChat [57] 2021 https://github.com/abaheti95/ToxiChat

RealToxicityPrompts [36] 2020 https://toxicdegeneration.allenai.org/

HarmfulQ [58] 2022 https://github.com/SALT-NLP/chain-of-thought-bias

https://github.com/hendrycks/ethics
https://github.com/demelin/moral_stories
https://github.com/allenai/scruples
https://github.com/para-zhou/CDial-Bias
https://github.com/moinnadeem/StereoSet
https://github.com/nyu-mll/crows-pairs
https://github.com/amazon-science/bold
https://github.com/nyu-mll/BBQ
https://github.com/ewulczyn/wiki-detox/
https://github.com/t-davidson/hate-speech-and-offensive-language
https://github.com/t-davidson/hate-speech-and-offensive-language
https://github.com/zeeraktalat/hatespeech
https://github.com/idontflow/OLID
https://github.com/repozhang/malevolent_dialogue
http://nlp.cs.aueb.gr/publications.html
https://github.com/abaheti95/ToxiChat
https://toxicdegeneration.allenai.org/
https://github.com/SALT-NLP/chain-of-thought-bias
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Regarding the datasets mentioned in Table 2, 
we have selected several representative ones 
and introduced them in detail as follows.
ETHICS [44] dataset, a benchmark that spans 
concepts in justice, well-being, duties, virtues, 
and commonsense morality. 
Zhou, et al. [47] initially proposed the Dial-Bi-
as Frame, a framework for analyzing social bias 
in conversational contexts that takes a more nu-
anced approach, moving beyond simplistic bi-
nary annotations to consider a broader range of 
bias-related aspects. Building upon this frame-
work, Zhou, et al. [47] subsequently introduced 
the CDial-Bias Dataset, a meticulously anno-
tated collection of Chinese dialogues that are 
specifically designed to study social biases. 
StereoSet [41] is a large-scale natural English 
language dataset that has been constructed to 
quantify stereotypical biases across four key 
domains: gender, profession, race, and religion. 
A stereotype comprises an overgeneralized be-
lief about a specific group of individuals, for 
instance, the notion that Asians are adept at 
mathematics or that African Americans possess 
natural athletic ability. These kinds of beliefs, 
which are biases, are widely recognized to have 
detrimental effects on the groups they target. 
CrowS-Pairs [48], a benchmark for Crowd-
sourced Stereotype Pairs, comprises 1508 ex-
amples that span stereotypes related to nine 
types of biases, including race, religion, and 
age.  In the CrowS-Pairs dataset, a model is 
provided with two sentence pairs: one sentence 
that exhibits a stronger stereotype and another 
that presents a weaker stereotype. The dataset 
is designed to highlight stereotypes concern-
ing historically disadvantaged groups and to 
provide a contrast with sentences about advan-
taged groups.
To methodically investigate and establish 
benchmarks for social biases in open-ended lan-
guage generation, Dhamala, et al. [49] present 
the Bias in Open-Ended Language Generation 
Dataset (BOLD). BOLD is a comprehensive 
dataset comprising 23,679 English text gener-
ation prompts, designed to benchmark biases 
across five key domains: profession, gender, 
race, religion, and political ideology. Addition-

ally,  Dhamala, et al. [49] introduce novel au-
tomated metrics aimed at quantifying toxicity, 
psycholinguistic norms, and text gender polar-
ity, thereby enabling a multifaceted assessment 
of social biases in open-ended text generation.
The previous research on the recognition and 
classification of inappropriate content has 
primarily focused on specific forms of ma-
levolence or has been limited to analyzing 
individual sentences rather than considering 
the contextual aspects of complete dialogues.  
Zhang, et al. [55] propose the Malevolent Di-
alogue Response Detection and Classification 
(MDRDC) task, where they introduce a Hi-
erarchical Malevolent Dialogue Taxonomy 
(HMDT) and curate a labeled dataset consist-
ing of multi-turn dialogues. Additionally, they 
approach the MDRDC task as a hierarchical 
classification problem within the framework 
provided by this taxonomy.
Toxic content contains language that expresses 
hate speech, harassment, and abusive informa-
tion. The Perspective API, a toxicity detection 
system, is often utilized to identify the toxic 
content in a text1.

2.2. Mitigation Strategies

Schick, et al. [37] found that pre-trained lan-
guage models recognize, to a considerable de-
gree, their undesirable biases and the toxicity of 
the content they produce (refer to this capability 
as self-diagnosis). Based on this finding, they 
then propose a decoding algorithm that, given 
only a textual description of the undesired be-
havior, reduces the probability of a language 
model producing problematic text (refer to this 
approach as self-debiasing).
Markov, et al. [59] present a holistic approach 
to building a robust and useful natural lan-
guage classification system for moderation of 
real-world content, including sexual content, 
hateful content, violence, self-harm, and ha-
rassment. The system relies on a chain of care-
fully designed and executed steps, including the 
design of content taxonomies and labeling in-
structions, data quality control, an active learn-

1https://www.perspectiveapi.com/

https://www.perspectiveapi.com/
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ing pipeline to capture rare events, and a variety 
of methods to make the model robust and avoid 
overfitting.
Dale, et al. [60] use a well-performing para-
phraser guided by style-trained language mod-
els to keep the text content and remove toxicity. 
Using BERT to replace toxic words with their 
non-offensive synonyms. Making the meth-
od more flexible by enabling BERT to replace 
mask tokens with a variable number of words.
Liu, et al. [61] present Polyjuice, a general-pur-
pose counterfactual generator that allows for 
control over perturbation types and locations, 
trained by fine-tuning GPT-2 [62] on multiple 
datasets of paired sentences.

3. Hallucination

3.1. Overview

Hallucination in the context of an LLM mod-
el is when the model produces content that is 
not based on factual or accurate information 
[15–20]. This can be seen when the model gen-
erates text that includes details, facts, or claims 
that are not true, misleading, or complete-
ly made up, instead of providing reliable and 
truthful information.
This problem is caused by the model's capacity 
to create text that sounds reasonable based on 
the patterns it has learned from its training data, 
even if the generated material does not match 
reality. Hallucination can be unintentional and 
can be caused by various elements, such as 
biases in the training data, the model's lack of 
access to current or up-to-date information, or 
the inherent restrictions of the model in under-
standing and producing contextually accurate 
answers.
An example is illustrated in Figure 1. Hallu-
cination in LLMs has become a critical issue. 
ChatGPT2 often generates replies that seem 
reasonable but are incorrect [63] and this phe-
nomenon is also very common in other genera-
tion models [64, 65]. This makes the credibility 

of the model affected and difficult to be applied 
in practice [66]. It is even used maliciously to 
generate harmful information to mislead oth-
ers.

Figure 1. An illustration of hallucination [67].  
Grey color indicates the incorrect information.

TruthfulQA [72] comprises 817 questions that 
span 38 categories, including health, law, fi-
nance, and politics. It consists of two tasks that 
use the same sets of questions and reference 
answers, generation, and multiple-choice tasks.
FACTOR [73] autonomously converts a select-
ed corpus of factual information into a bench-
mark that assesses an LM's ability to produce 
true statements from the corpus as opposed 
to similar yet inaccurate statements. Utilizing 
this framework, authors in [73] have developed 
two distinct benchmarks: Wiki-FACTOR and 
News-FACTOR.
HaDes [74] provides a critical resource for the 
development of reference-free hallucination 
detection methods, enabling the creation of 
models that can prevent fallacious content in 
real time at the token level.
HalluQA [75] is comprised of 450 meticulously 
crafted adversarial questions that cover a range 
of domains, including aspects of Chinese histo-
ry, culture, customs, and societal phenomena. 
In the development of HalluQA, two primary 
types of hallucinations were addressed: imita-
tive falsehoods and factual inaccuracies. Ad-
versarial samples were constructed with refer-
ence to the responses generated by GLM-130B 
[78] and ChatGPT.
HaluEval [76] is an extensive collection of gen-
erated and human-annotated samples of halluci-
nations.  To produce these samples, a two-step 
framework grounded in ChatGPT was devel-

2https://chat.openai.com/

https://chat.openai.com/
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oped, involving a process of initial sampling 
followed by a filtering phase. Additionally, 
human labelers were recruited to annotate the 
instances of hallucination within the responses 
generated by ChatGPT.
Many existing benchmarks often resort to 
constrained generation techniques due to the 
limitations imposed by cost and time. These 
techniques involve directed induction of hal-
lucinations and methods that intentionally 
modify the genuine text to elicit hallucinatory 
responses. However, these approaches do not 
align with the unbounded text generation that 
is typical in real-world applications. UHGEval 
[77] is an Unconstrained Hallucination Genera-
tion Evaluation benchmark for the Chinese lan-
guage, specifically designed to capture outputs 
generated by LLMs with minimal constraints.
In the realm of evaluation metrics, the majority 
of studies employ standard classification met-
rics such as F1 score, accuracy, precision, and 
recall. Meanwhile, some research efforts have 
developed bespoke metrics tailored to their 

specific needs. For instance, FActScore [79] 
decomposes a generated text into its constitu-
ent atomic facts and calculates the percentage 
of these facts that are substantiated by a trust-
worthy knowledge source.  FactualityPrompts 
[80] takes a dual approach, leveraging a metric 
that detects hallucinated named entities based 
on n-gram coverage in conjunction with a se-
mantic-based entailment ratio to assess factu-
ality.

3.3. Hallucination Mitigation Methods

To address the hallucination problem in LLMs, 
researchers are exploring how to leverage ex-
ternal knowledge to improve the quality and 
accuracy of the model's output [81]. It can ef-
fectively solve the problem of data timeliness 
(as large language models have slow internal 
knowledge updates, such as the knowledge of 
GPT-3.53 was limited to September 2021). It 
can compensate for the model's deficiencies, 
especially for models with fewer parameters 
and relatively weaker generation capabilities. 

Table 3. Hallucination evaluation datasets.

Dataset Released Year Access URL Language

TruthfulQA [72] 2022 https://github.com/sylinrl/TruthfulQA English

FACTOR [73] 2023 https://github.com/AI21Labs/factor English

HaDeS [74] 2022 https://github.com/microsoft/HaDes English

HalluQA [75] 2023 https://github.com/OpenMOSS/HalluQA Chinese

HaluEval [76] 2023 https://github.com/RUCAIBox/HaluEval English

UHGEval [77] 2023 https://github.com/IAAR-Shanghai/UHGEval Chinese

3https://platform.openai.com/docs/models/gpt-3-5

https://platform.openai.com/docs/models/gpt-3-5
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By using in-context learning, it can effectively 
improve the quality of text generation. Addi-
tionally, since the scope of extracting answers 
is limited, the model's credibility is also high-
er. Representative research includes RAG [82], 
WebGPT [83], RETRO [84], REPLUG [85].
Zhang et al. [86] proposed an interactive ques-
tion-knowledge alignment method, focusing on 
aligning the generated text with relevant factu-
al knowledge, allowing users to interactively 
guide the model's answers to produce more ac-
curate and reliable information. Similarly, Peng 
et al. [87] introduced the LLM-Augmenter 
method, which combines external knowledge 
sources and automated feedback mechanisms 
to enhance the accuracy and reliability of LLM 
output. Li et al. [88] proposed the ''Chain of 
Knowledge'' framework for grounding LLMs 
with structured knowledge bases. ChatLaw [89] 
is an open-source LLM specifically designed 
for the legal field. To address the issue of model 
hallucination in the legal data filtering process, 
they proposed a method that combines vector 
database retrieval with keyword retrieval. This 
method effectively reduces the potential inac-
curacies that may arise when relying solely on 
vector database retrieval to retrieve reference 
data in a legal context.
There is research dedicated to reducing the 
inaccurate or illusory information generated 
by LLMs through prompting. JHA et al. [90] 
proposed a method in 2023 that uses iterative 
prompting to eliminate hallucinations in LLMs 
and improve the accuracy and reliability of 
their output.
Chuang, et al. [91] use the difference in log-
its obtained by projecting the later layers and 
the earlier layers into the vocabulary space to 
obtain the distribution of the next token. This 
method utilizes the fact that factual knowledge 
in large language models is usually found in 
specific transformer layers [92]. By using this 
Decoding by Contrasting Layers (DoLa) ap-
proach, it can better present factual knowledge 
and reduce the generation of erroneous ''facts''.
Furthermore, compared to models with larger 
parameter sizes, small open-source LLMs of-
ten encounter more severe hallucination prob-

lems. To address this issue, Mohamed Elaraby 
et al. [93] have proposed a series of methods 
to evaluate and mitigate hallucination problems 
in weak small-scale open-source LLMs like 
BLOOM 7B [94].

3.4. Take a Dialectical View

Looking at it from a different perspective, the 
hallucination phenomenon of LLMs also al-
lows valuable clues that may not be entirely 
based on facts to be output. Creatively using 
hallucination can bring about results or nov-
el creative combinations that are not easily 
thought of by most people. ''Hallucination'' be-
comes harmful when the generated statements 
are inaccurate or violate universal human, so-
cial, or specific cultural norms. This is espe-
cially critical when a person relies on LLMs 
to provide expert knowledge. However, in the 
context of creativity or art, the ability to pro-
duce unforeseen results can be quite advanta-
geous. Unexpected responses to queries can 
surprise humans and inspire the possibility of 
discovering new and novel ideas.

4. Prompt Injection

4.1. Overview

Currently, LLMs face various types of risk, in-
cluding prompt injection attacks [95–98], ad-
versarial attacks [99], backdoor attacks [100], 
data corruption, software vulnerabilities, and 
privacy abuse. These risks can lead to the gen-
eration of harmful content, leakage of private 
data, and execution of arbitrary code, among 
other dangers. Among these security threats, 
malicious users exploit harmful prompts to 
override the original instructions of large lan-
guage models, resulting in prompt injection 
attacks that pose a significant threat. This has 
recently been listed as the top security threat for 
LLMs by OWASP4. For instance, Microsoft's 

4https://llmtop10.com/

https://llmtop10.com/
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LLM-integrated Bing Chat was recently hacked 
by prompt injection attacks which revealed its 
private information [34].
Prompt Injection (PI) attack is a technique that 
manipulates the output of a language model by 
using malicious instructions as part of the input 
prompt. There are two ways to carry out this 
attack: direct injection [95] and indirect injec-
tion [96]. Direct prompt injection refers to the 
user directly inputting malicious instructions 
into the model, attempting to trigger unexpect-
ed or harmful behavior. Indirect prompt injec-
tion involves attackers injecting malicious in-
structions into documents that the model may 
retrieve or ingest, thereby indirectly controlling 
or guiding the model.
Jailbreak attack is a very common form of di-
rect injection. An example attack scenario of 
a jailbreak prompt is shown in Figure 2. Qiu 
et al. [101] propose a latent jailbreak prompt 
dataset, each involving malicious instruction 
embedding.

Figure 2. An example attacks scenario of jailbreak 
prompt [102].

4.2. Defense Prompt Injection

Developers of large language models can take 
certain protective measures to resist prompt in-
jection attacks, while preventing the production 
of sensitive content, to maintain the content se-
curity and functional integrity of large language 
models [103].

4.2.1. Input Side Defense

Detect and filter out user inputs that may trig-
ger prompt injection attacks or contain sensi-
tive content, ensuring that these inputs cannot 
interact with large language models or software 
developed based on large language models. 
Common methods include rule-based prompt 
detection and model-based prompt classifica-
tion. In rule-based methods, developers create 
blacklists and whitelists based on their own 
needs. The blacklist will list various content 
considered risky, including but not limited to 
special characters, sensitive words, and mali-
cious commands. Then, the user input prompt 
is checked for the presence of any content from 
the blacklist to determine the risk of the input 
text. Model-based methods involve building 
classifiers using models like BERT [1] or uti-
lizing the logical understanding and analy-
sis capabilities of large language models like 
ChatGPT to automatically analyze and classify 
input content, thereby determining if there are 
any security risks in the input content.
Prompt enhancement is a technique aimed at 
building more robust defensive prompts to 
enhance a system's ability to resist prompt 
injection attacks. Prompt enhancement lever-
ages the understanding capabilities of large 
language models to ''self-enhance'' by em-
phasizing the task content and user input in 
the prompts, forming more precise system 
prompts to assist the large language model in 
better understanding and completing the target 
task. Prompt enhancement is mainly divid-
ed into two types: semantic enhancement and 
structural enhancement. Semantic enhance-
ment includes robust task description and few-
shot learning [6] guidance methods, with the 
goal of improving the accuracy and robustness 
of prompts toward the target task description. 
Constructing more robust and accurate task de-
scriptions can help the model better understand 
the user's original intent, thereby reducing the 
risk of prompt injection attacks. On the oth-
er hand, the few-shot learning-based approach 
can improve the model's understanding of the 
task goal by providing multiple target task ex-
ample samples for learning, even with limited 
training data. Structural enhancement includes 
two methods: changing the position of the 
prompt and using special symbols to modi-
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conversation partners from providing feedback 
in the future.  Ung, et al. [106] introduce SaF-
eRDialogues, a task accompanied by a dataset 
that offers graceful responses to conversation-
al feedback concerning safety failures.  In their 
work, they have assembled a dataset of 10,000 
dialogues that illustrate safety failures, include 
feedback that highlights these failures, and fea-
ture responses that acknowledge the feedback. 
The authors also demonstrate that fine-tuning 
models on this dataset results in conversations 
that are significantly more likely to be rated as 
civil by human raters, without compromising 
on engagement or the model's overall conver-
sational proficiency.

5. Discussions and Other Challenges

5.1. Data Privacy Risks

The widespread usage of LLMs raises concerns 
about data privacy [107, 108]. These models 
are typically trained on vast amounts of data, 
often collected from various sources, including 
user-generated content, web pages, and pub-
lic documents. The training data may contain 
sensitive or personal information, and unautho-
rized access to or misuse of this data can lead to 
privacy breaches and violations of user trust. As 
shown in Figure 3, a person's email signature 
which includes their personal contact informa-
tion can be revealed in ChatGPT by a special 
prompting strategy.

Figure 3. Extracting pre-training data from  
ChatGPT [109].

fy the prompt. LLMs exhibit relatively weak 
capabilities in distinguishing between task in-
structions and user inputs. Consequently, when 
malicious instructions are embedded within 
user inputs, large language models may fail to 
correctly identify them and might execute er-
roneous commands, thereby triggering prompt 
injection attacks [97]. On one hand, Jain, et al. 
[104] proposed detecting adversarial attacks 
through perplexity filtering, utilizing a filter 
to assess whether the perplexity of the input 
text exceeds a predefined threshold. If so, the 
prompt is classified as potentially harmful. On 
the other hand, for the content of user inputs, 
special identifiers can be employed to create a 
clear boundary between system task prompts 
and user input content.

4.3.2. Output Side Defense

By conducting content review and filtering 
to avoid outputting risky content, to ensure 
the content security of large language models 
and related applications. Content review and 
filtering strategies include rule-based output 
content detection methods and model-based 
output content identification methods. Among 
them, rule-based detection methods are main-
ly used to detect whether the output content 
contains sensitive content, while model-based 
methods can not only make compliance judg-
ments but also perform matching judgments, 
where matching refers to the consistency be-
tween the original task and the output content. 
If the output content deviates significantly 
from the original task, it can be inferred that 
the large language model may have suffered 
from prompt injection or other types of at-
tack.  Helbling, et al. [105] propose LLM Self 
Defense, a straightforward method designed 
to protect against such attacks by leveraging 
an LLM to vet the generated responses. Their 
technique does not necessitate fine-tuning, in-
put preprocessing, or iterative output creation. 
Instead, they integrate the produced content 
into a predetermined prompt and utilize a sep-
arate instance of an LLM to evaluate the text 
and determine its harmlessness. Nevertheless, 
current models often respond to feedback with 
sensitive information defensively, leading to 
a disagreeable user experience that can deter 
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One of the primary data privacy risks associ-
ated with LLMs is the potential for unintended 
information leakage. LLMs have been shown 
to have the ability to memorize and reproduce 
portions of their training data, including sen-
sitive information. This raises concerns about 
the confidentiality of the training data, as well 
as the potential for unintended disclosure of 
personal or private information in the gener-
ated outputs.
Another data privacy risk arises from the 
fine-tuning process of LLMs. Fine-tuning in-
volves training the LLMs on a more specific 
dataset to adapt it to a particular task or domain. 
This process may involve using proprietary or 
sensitive data, which, if not handled carefully, 
can lead to data exposure and breaches of con-
fidentiality.
To mitigate data privacy risks, researchers have 
proposed several techniques. Differential pri-
vacy, which adds noise to the training data to 
protect individual privacy, has been explored 
as a potential solution. Secure multi-party 
computation and federated learning approach-
es have also been investigated to enable col-
laborative training of LLMs without exposing 
sensitive data. Additionally, techniques such 
as model distillation, where a smaller and less 
privacy-sensitive model is trained to mimic 
the behavior of the larger LLMs, have been ex-
plored to reduce the risk of data exposure.
However, there are still open challenges in en-
suring data privacy in the context of LLMs. 
Future research directions include develop-
ing stronger privacy-preserving techniques, 
investigating the impact of different training 
data sources on privacy risks, and exploring 
mechanisms for user control and consent in 
LLMs deployments to enhance transparency 
[110, 111].

5.2. Societal Impact

The widespread adoption of LLMs has the 
potential to have significant societal impacts 
[112], both positive and negative. It is import-
ant to carefully consider and address these im-
pacts to ensure that LLMs are developed and 
deployed in a way that benefits society.

One positive impact of LLMs is their potential 
to enhance accessibility and inclusivity. LLMs 
can assist individuals with disabilities by pro-
viding text-to-speech or speech-to-text capa-
bilities, enabling them to access information 
and communicate more effectively. LLMs can 
also help bridge language barriers by provid-
ing translation services and facilitating com-
munication across different languages.
LLMs can also have a transformative effect on 
various industries and sectors. They can im-
prove productivity and efficiency by automat-
ing tasks such as content generation, customer 
support, and data analysis. LLMs can assist in 
research and development efforts by provid-
ing access to vast amounts of information and 
aiding in knowledge discovery. They can also 
support decision-making processes by provid-
ing insights and recommendations based on 
large-scale data analysis.
However, there are also potential negative im-
pacts associated with LLMs. The displacement 
of jobs is a concern, as automation driven by 
LLMs can render certain roles obsolete. This 
requires proactive measures to ensure that the 
workforce is prepared for the changing job 
landscape and to mitigate the potential nega-
tive effects on employment.
Another concern is the impact of LLMs on in-
formation credibility and trust. LLMs have the 
potential to generate highly realistic and con-
vincing fake content, including news articles, 
reviews, and social media posts. This can lead 
to the spread of misinformation, manipulation 
of public opinion, and erosion of trust in online 
information sources [29]. Developing robust 
techniques to detect and combat fake content 
generated by LLMs is crucial.
Furthermore, the concentration of power in 
the hands of those who control LLMs is a sig-
nificant concern. LLMs are often developed 
and deployed by large tech companies, raising 
questions about data ownership, privacy, and 
the potential for monopolistic control over in-
formation and communication channels. En-
suring a fair and equitable distribution of the 
benefits and decision-making power associat-
ed with LLMs is essential.
To address these societal impacts, interdisci-
plinary collaboration involving researchers, 
policymakers, industry stakeholders, and the 
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public is necessary. Ethical guidelines, regula-
tions, and standards can help guide the devel-
opment and deployment of LLMs. Additional-
ly, efforts to increase transparency [110, 111], 
public engagement, and inclusivity in LLM 
development can help ensure that these tech-
nologies are aligned with societal values and 
goals.

5.3. Legal and Policy Considerations

The deployment of Large Language Models 
(LLMs) raises important legal and policy con-
siderations that need to be addressed to ensure 
compliance with existing laws and regulations, 
as well as to develop new frameworks that 
are adapted to the unique challenges posed by 
LLMs.
One of the key legal considerations is intel-
lectual property rights. LLMs often rely on 
vast amounts of copyrighted text for training, 
and the generation of text by LLMs may raise 
questions of ownership and infringement. It is 
important to clarify the legal rights and respon-
sibilities associated with the use of LLMs and 
to ensure that they operate within the bounds 
of copyright law. There is evidence suggesting 
that leveraging the capabilities of LLMs for fa-
cilitating academic dishonesty in completing 
school assignments through cheating is highly 
undesirable [113].
Liability is a complex legal issue in the context 
of LLMs. As LLMs become more autonomous 
and generate content that can have real-world 
consequences, questions arise regarding who 
should be held responsible for any harm caused 
by the actions or outputs of LLMs. Developing 
legal frameworks that allocate liability and re-
sponsibility in LLMs deployments is necessary 
to ensure accountability and protect users and 
stakeholders. Additionally, enhancing digital 
forensics is crucial to determine accountabili-
ty and ensure compliance in the event of dis-
putes or harmful outcomes [114]. Auditing is a 
promising governance mechanism to help en-
sure that AI systems are designed and deployed 
in ways that are ethical, legal, and technically 
robust [115-117]. Mökander, et al. [115] put 
forth a multi-tiered strategy consisting of three 
layers: governance audits, which scrutinize 
technology providers responsible for designing 

and distributing LLMs; model audits, which 
evaluate LLMs following pre-training but be-
fore they are deployed; and application audits, 
which assess applications that utilize LLMs. 
This approach is designed so that each layer 
complements and informs the others, creating a 
comprehensive system of checks and balances.
Regulatory frameworks need to be developed 
to govern the use of LLMs in sensitive domains 
such as healthcare, finance, and law. These 
frameworks should address issues such as fair-
ness, transparency, bias, and accountability. 
Collaboration between policymakers, industry 
stakeholders, and researchers is crucial to de-
velop effective regulations that balance innova-
tion and societal well-being.

6. Conclusion

The development and deployment of LLMs 
hold immense potential to revolutionize vari-
ous fields, from natural language understanding 
to content generation. However, it is crucial to 
address the numerous challenges and consid-
erations associated with LLMs to ensure their 
responsible and ethical use.
Ethical considerations are of the utmost impor-
tance in the advancement and implementation 
of Large Language Models (LLMs). Tackling 
issues such as bias, hallucination, and suscep-
tibility to attacks are pivotal challenges in the 
progression of LLMs. This paper examines the 
current solutions and identifies existing gaps in 
these three key areas. It is our hope that through 
our collective endeavors, we can effectively 
leverage the capabilities of LLMs to enrich so-
ciety, while simultaneously minimizing poten-
tial hazards and ensuring that our applications 
are harmonious with societal values and objec-
tives. 
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