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Preliminary Note – Prethodno priopćenje

In order to improve the accuracy of surface defect detection of high temperature casting slab, an improved YOLOv5s 
surface defect detection algorithm is proposed. Firstly, Swin Transformer network structure is added to enhance the 
ability of feature extraction.Secondly, a coordinate attention mechanism is introduced to increase the sensitivity of 
position and direction information. Finally, a target detection layer is added to better realize feature fusion and en-
hance the generalization ability of the network. The improved algorithm has performed ablation experiments on 
the data set, which shows the effectiveness of the algorithm.
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INTRODUCTION

The surface defect detection of high temperature cast-
ing slab is of great significance for improving the produc-
tion efficiency, product quality, and economic benefit of 
the iron and steel industry [1]. Due to the interference of 
dust and scrap iron in the casting slab production process 
and the complex background of the casting slab, high 
temperature radiation and scale have great interference 
on surface imaging, resulting in low defect identification, 
and the traditional machine vision method cannot meet 
the actual requirements in terms of accuracy and real-
time performance [2]. With the development of artificial 
intelligence technology, surface inspection technology 
based on machine vision is widely used. By virtue of its 
advantages, the deep learning technology develops rap-
idly, and some achievements have been achieved in the 
surface defect detection of casting slab [3].

Based on the target detection algorithm YOLOv5s, 
an improved surface defect detection algorithm for high 
temperature casting slab is presented.

NETWORK STRUCTURE OF YOLOv5s

YOLOv5 is one of the classic versions of the deep 
learning model YOLO series of real-time object detec-
tion algorithms. It has the characteristics of high detec-
tion speed, high accuracy, easy to use, and strong ex-
pansibility. YOLOv5 has four different model variants: 
YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. 
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These models have a significant impact on performance 
and resource dissipation; different trade-offs are pro-
vided to adapt to different application scenarios. In this 
paper, YOLOv5s, a model of the YOLOv5 series with 
obvious speed advantages, strong flexibility, and small-
est volume, is selected.

The network structure of YOLOv5s consists of four 
modules: Input, Backbone, Neck, and Head. Backbone 
is composed of CBS, CSP1_X, and SPPF, and its func-
tion is to extract image features. The Neck consists of 
CSP2 module, upsampling module, and Concat to fuse 
the features extracted by Backbone. The Head contains 
three feature detectors with different scales to predict 
the target of the output feature map.

IMPROVED YOLOv5s ALGORITHM

For YOLOv5s algorithm, firstly, Swin Transformer 
network structure is added to enhance the ability of fea-
ture extraction. Secondly, coordinate attention (CA) is 
introduced to increase the attention of position and ori-
entation information and reduce the interference of in-
valid information. Finally, a detection layer is added to 
better implement feature fusion and enhance the gener-
alization ability of the network. The SIOU loss function 
proposed by Zhora Gevorgyan was used to evaluate the 
test results. The SIOU loss function improves the con-
vergence speed and reasoning accuracy of the model in 
the training process by redefining the penalty index and 
considering the angle of regression vector. 

Add a Swin Transformer fabric

Swin Transformer solves the huge difference be-
tween text words and high resolution image pixels by 
constructing hierarchical feature maps and sliding win-
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dows, and achieves excellent results in both object clas-
sification and object detection tasks. In order to enhance 
the feature extraction capability, in the backbone net-
work Backbone, integrate the window self-attention in 
Swin Transformer into the C3 (CSP+CBS) module to 
form the C3STR structure, as shown in Figure 1.

Swin Transformer Block consists of Window Multi-
head Self-attention (W-MSA) and Shifted-window 
Multi-head Self-attention (SW-MSA) is composed of 
MultilayerPerceptron (MLP), and the connection be-
tween modules adopts a residual structure, W-MSA and 
SW-MSA are paired, and the multi-head self-attention 
mechanism is calculated as follows:

  (1)

where Q is the query matrix. K is an index matrix. V is 
the value matrix. d is a dimension of Q or K. B is the 
relative position offset.

Compared with the traditional Transformer, the 
C3STR structure adopts the form of sliding window, 
which contains different pixels to realize the informa-
tion transfer between adjacent windows, which reduces 
the calculation amount and improves the running effi-
ciency of the network. 

Introduce Coordinate Attention 
mechanism (CA)

The coordinate attention mechanism has the ability 
to capture cross-channel information and enhance the 
perception of position and direction information while 
simply merging into the core module of a lightweight 
network. In a large number of casting slab surface de-
fect images, due to the complex image background, the 
difficulty of inspection is increased to a great extent, 

which can be suppressed by introducing CA. The prin-
ciple is shown in Figure 2. 

The CA module is mainly divided into two parts: the 
coordinate information embedding part and the coordi-
nate attention generating part. Firstly, the output of chan-
nel c with height h can be expressed as: 

  (2)

Where  is the input of channel c in the hori-
zontal direction. Output of channel c with width w can 
be represented as:

  (3)

Where  is the output of channel c in the hor-
izontal direction. In addition, the two kinds of changes 
aggregate features along two spatial directions respec-
tively to obtain a pair of directional sensing feature 
maps. Secondly, using the 1×1 convolution transforma-
tion function F, make the transformation:

  (4)

Where  is the Sigmoid activation function. Finally, 
get the output of the CA:

  (5)

Where  is the attention weight in the horizontal 
direction.  is the attention weight in the vertical 
direction. The feature map is enhanced with two weights 
to bolster its ability to represent features effectively.

Add detection layer

A group of CBS and C3 modules are added after the 
last C3 layer of the backbone network Backbone, and a 
group of up sampling and down sampling are added to 
the corresponding position of the feature fusion net-
work Neck to better realize the feature fusion function 
and significantly enhance the generalization ability of 
the network. 

EXPERIMENTAL RESULTS AND ANALYSIS

There are 4670 images in the data set of casting slab 
surface defects, including 6 categories of scar, split 
crack, slag skin, seam, scratch and cutting slab. The 
data set is divided randomly according to the ratio of 
6:2:2 to obtain 2802 images in the training set, 934 im-
ages in the verification set and 934 images in the test 
set. The data set distribution is shown in Table 1.

In order to test the effectiveness of the improved 
YOLOv5s algorithm, the ablation test was conducted 
on the sample data set, and the performance of various 
defects and the overall network model was evaluated by 
using the mean average precision mAP, and the preci-

Figure 1 C3STR structure

Figure 2 CA principle
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sion P, recall rate R and other parameters were consid-
ered. The experimental results are shown in Table 2. 
Where, “+” indicates that the module is filled in the 
YOLOv5s network, and “–” indicates that the module is 
not filled.

Table 2 shows that for the improved YOLOv5s algo-
rithm, when C3STR structure is introduced into the net-
work, the mAP is increased by 0.8%.Adding CA, mAP 
increases by 0.6%; The detection layer is added, and the 
mAP is improved by 0.5%; When all improvements are 
added, the overall mAP improves by 4.0%.

CONCLUSION

An improved YOLOv5s algorithm is proposed to de-
tect surface defects of high temperature casting slab. 
Swin Transformer network structure is added to enhance 
the capability of feature extraction. The coordinate atten-
tion mechanism CA is introduced to increase the sensitiv-
ity of position and direction information.The target de-
tection layer is added to achieve better feature fusion, 
enhance the generalization ability of the network, and 
improve target detection accuracy. The improved algo-
rithm performs ablation experiments on the data set. The 
mean average accuracy mAP is improved by 4.0%, which 
indicates the effectiveness of the algorithm.
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Table 1 Sample data set

Category Training set Verifi cation set Test set
Scar 381 126 126

split crack 639 218 218
Slag skin 394 131 131

Seam 392 128 128
Scratch 701 235 235

Cutting slab 295 96 96

Table 2 Ablation experiment results

C3STR CA Detection mAP/% P/% R/%
– – – 72.8 69.8 71.2
+ – – 73.6 73.2 61.3
– + – 73.4 73.5 71.6
– – + 73.3 71.7 71.6
+ + + 76.8 73.1 73.5




