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Generative linguistics is widely claimed to produce theories at the level 
of computation in the sense outlined by David Marr. Marr even used 
generative grammar as an example of a computational level theory. At 
this level, a theory specifi es a function for mapping one kind of informa-
tion into another. How this function is computed is then specifi ed at the 
algorithmic level before an account of how this is algorithm is realised 
by some physical system is presented at the implementation level. This 
paper will argue that generative linguistics does not fi t anywhere within 
this framework. We will then look at several ways researchers have at-
tempted to modify either the framework of generative theory to reconcile 
the two approaches. Finally, it presents and discusses an alternative po-
sition, anti-realism about generative grammar. While this position has 
attracted some recent support, it also runs into some of the problems that 
earlier modifi cations faced.
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What is the relation between generative linguistics and the rest of the 
cognitive sciences? Despite the historical role played by generative 
grammar in the cognitive turn of the 1950s and 60s, linguists have 
complained for decades that the rest of the cognitive sciences largely 
ignore their fi ndings.1 This concern has only intensifi ed with the re-
vival of connectionism in cognitive science under the guise of “artifi cial 
intelligence” (i.e. deep neural networks). Consider the recent claim that 

1 For example, Ian Roberts asks “why is mainstream generative syntax 
overlooked in cognitive science as a whole?” (Roberts 2014: 22) or as Ray Jackendoff’s 
phrased it in the title of a Topic-Comment piece from 1988, “Why are They Saying 
These Things about Us?” (Jackendoff 1988).
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“After decades of privilege and prominence in linguistics, Noam Chom-
sky’s approach to the science of language is experiencing a remarkable 
downfall” (Piantadosi 2023). Behind these concerns is a lack of clarity 
about the metatheory of generative linguistics, i.e. claims about what 
generative models—grammars—actually model, and specifi cally, in 
what sense they describe computations. For decades it has been cus-
tomary to claim that generative grammar was a computational level 
theory akin to David Marr’s program within the cognitive neuroscience 
of vision. If so, generative grammarians would be seeking the same 
kinds of explanations that have had success across the cognitive sci-
ences.

A glance at the literature would suggest that this is the case. Marr 
explicitly invoked generative grammar as an example of a computa-
tional level theory when he introduced his levels of analysis writing 
that “Chomsky’s (1965) theory of transformational grammar is a true 
computational theory in the sense defi ned earlier” (Marr 1982: 28). 
Chomsky, in turn, agreed claiming, “We may consider the study of 
grammar and UG [universal grammar] to be at the level of the theory 
of computation” (Chomsky 1982: 48). This idea remains the consen-
sus position among linguists. As Klaus Abels puts it “theorising at the 
most abstract, the computational-level has remained the mainstay of 
work in theoretical linguistics.”2 In the last few years, appeal to Marr 
has been used to justify or explain theoretical disagreements between 
traditional generative grammarians and usage-based theorists (Yang 
2017, Adger and Svenonius 2015) as well as model-theoretic syntax 
(Neeleman 2013; Graf 2017). It has appeared in debates concerning 
how the levels of description should interact in linguistics (Yang 2017; 
Hornstein 2013; Abels 2013; Hornstein and Pietroski 2009), has been 
invoked in debates about language evolution (Johnson 2015, 2016; Ber-
wick and Chomsky 2016; Perfors 2017), as well as the independence of 
knowledge from production and comprehension (Neeleman and Van de 
Koot 2010). Appeal to Marr has also formed the basis of the interac-
tion between theoretical linguistics and other subfi elds within cogni-
tive science (Poeppel 2017; Kobele 2012; Embick and Poeppel 2014; 
Jackendoff 2012; Murphy 2015). The idea that generative grammar is 
a computational level theory in Marr’s sense constitutes the most suc-
cessful response to the “realism” debates which have followed genera-
tive linguistics since its inception (see Pylyshyn 1973 for a discussion 
of the “psychological reality” of generativist claims).

This paper will fi rst argue that, despite widespread claims to the 
contrary, generative grammar is not a computational-level theory in 

2 See also, “What Chomsky (1965) calls a theory of ‘competence’ or ‘knowledge 
of language’ corresponds to Marr’s computational theory” (Jackendoff 2012: 1133). 
“[t]he competence theories of linguistics correspond to Marr’s (1980) topmost level 
of computational theory [...]” (Heinz 2011: 140). “A theory of grammar corresponds 
to Marr’s abstract theory of a computation” (Berwick 1985: 9). Countless other 
examples of this claim can be found in the literature.
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the sense articulated by Marr (sections 1-4). Simply put, Marr’s compu-
tational level concerns a theory of performance, not competence where-
as generative grammar purports to describe linguistic competence. I 
will then go on to consider the alternative interpretations of genera-
tive grammar that have been proposed; that generative grammar is 
a metamathematical theory of computation, a theory of parsing (i.e. 
performance), and a description of a separate data structure utilised by 
the parser. While each of these approaches has its merits, we will see 
that each requires rejecting core features of generative linguistics. Fi-
nally, I will articulate a position that is, at least, implicit in some core 
generative literature, that of modal anti-realism about computation. 
This position makes sense of some theoretical practice but ultimately 
denies that the structure-building operations posited by grammarians 
are realised as processes in the human brain.

2. Marr’s computational level
According to David Marr, information processing systems are best 
described at three different levels: computational, algorithmic, and 
implementation. At the computational level, “the performance of the 
device is characterised as a mapping from one kind of information to 
another, the abstract properties of this mapping are defi ned precisely, 
and its appropriateness and adequacy for the task at hand are dem-
onstrated” (Marr 1982: 24). The mapping is stated as a function: f: I 
→ O (hence the alternative name “function-theoretic explanation”). At 
the algorithmic level, a representation of the input and output of this 
mapping is provided, and an algorithm that produces the output from 
the input is proposed. At the implementation level, an account is given 
of how this algorithmic process is physically realised by some physical 
system, e.g. the activations of neurones, oscillatory dynamics, transis-
tors, etc. While these levels are conceptually distinct, the development 
of a theory at one level may inform theory construction at others (for 
a brilliant demonstration of how this works, see Jonas and Kording 
(2017).

Standard examples of computational-level theories are the analysis 
of the auditory system in terms of Fourier transforms (e.g. Schneider 
and Mores 2013), hand-eye coordination using vector subtraction (Per-
rone and Krauzlis 2008), Marr’s model of edge detection, and the use 
of path integration by various animals (Eteinne and Jeffery 2004). So 
that we have a concrete example to work with, we’ll consider Marr’s 
own example of a computational level analysis of a cash register. While 
this is rough and simple, it shall serve our purposes going forward.

Imagine we want to understand a cash register. At the computa-
tional level, we might note that a cash register computes addition. This 
computational-level characterisation is blind to questions of represen-
tation, e.g. whether the cash register uses binary or Roman or Arabic 
numeral systems. At the algorithmic level, a particular algorithm that 
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computes this function is posited. The algorithm makes claims about 
the representational format of the information being processed. At the 
implementational level, it is explained how this algorithm may be re-
alised by circuitry and micro-transistors. Returning to the computa-
tional level, the function characterised is:
(1) Addition: f(x, y) = x + y
The computational theory does not only specify which function is im-
plemented by the system but also justifi es why the function is the ap-
propriate one for our theory. What is at issue here is not why the system 
implements the function but why our theory says that this function is 
the right one (the focus is not teleological but methodological). It is of-
ten the case that several different functions could produce the mapping 
identifi ed and a why-story connects these mathematical properties with 
relevant features of the world or the task under consideration.3 In the 
cash register example, Marr connects the algebraic properties of addi-
tion with commercial practices. There is a zero element because buying 
nothing costs the same as not buying anything. The order in which 
goods are purchased shouldn’t affect the total price (commutativity), 
nor does it matter if they are paid for separately (associativity) and 
the register can also handle the existence of a refund policy (inverses).4 
What allows us to speak of the different properties of these functions 
is the intensionality of our characterisations, i.e. the function is de-
scribed independently of its inputs and outputs. As Egan observes, one 
might use an algorithm to specify a function at the computational level 
without making a commitment to the algorithm which implements the 
function (Egan 2017). For now, we note two important things that fol-
low from the intensionality of the computational level description.

First, having an intensional characterisation of the function al-
lows us to discuss the function independently from the environment 
in which it is embedded—where “environment” may be understood as 

3 Example 1: In Marr’s account of stereopsis (i.e. binocular vision), he takes into 
account where dots may actually appear on physical surfaces in the world in order 
to select between functions: “We have to examine the basis in the physical world 
for making a correspondence between the two images” (Marr 1980: 112). Example 
2: Perrone and Krauzlis’ (2008) account of eye rotation. The task modelled is the 
subtraction of image movement as a result of eye-rotation from image movement 
that occurs as a result of an agent’s traversal through space, i.e. vector subtraction. 
One way of answering the question of how vector subtraction occurs in the brain 
involves the use of arctan (the inverse tangent function) while another involves 
treating the vectors as cosine curves in which their length and direction correspond 
to the amplitude and phases of the curves. The authors observe that “the problem of 
singularities associated with the inverse tangent also seems to preclude any simple 
biological implementation” and so choose the second approach.

4 While Marr claims that these properties uniquely individuate the operation 
of addition, they will actually hold of any operation on an abelian group and while 
Marr’s initial claims that the “why”-part of computational-level theorising can 
individuate a unique function is clearly too strong, it can be amended (see Anderson 
on Rational Analysis, Anderson 1990).
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either the physical environment in which the agent is located or the 
wider properties of the information-processing system (or cognome). 
For example, cash registers don’t compute the addition function for 
values less than some bound and “error” for values above it. Adding or 
removing memory from our cash register without altering the addition 
algorithm will alter the function’s domain and range but intensionally 
it won’t change the function computed. Likewise, the visual system 
presumably computes the same function for edge-detection whether 
one has glaucoma or not.

Second, the fact that the function can be characterised independent-
ly of the actual activity of the system serves a normative purpose. Once 
it has been determined what function the system computes, the theo-
rist is in the position to assess if the system is functioning normally 
(Egan 2017). Supporting this is the fact that the mathematical theory 
which characterises the function is independent of the psychological 
theory which describes its implementation. In the example above, the 
theory of arithmetic is not grounded by the theory of cash registers. 
There is no suggestion that 1+1=2 because that’s how cash registers 
see the world. Rather, the cash registers are designed (though they 
could be naturally occurring, Darwinian-evolved cash registers) to 
track this independent mathematical fact. The fact that the truths of 
mathematics are independent of the existence of cash registers doesn’t 
entail that cognitive systems implementing functions can only be indi-
viduated by reference to extra-mental mathematical reality. It simply 
acknowledges that we don’t expect facts about cash registers to ground 
facts about numbers.

These two points will be important when we consider whether or 
not generative grammar provides computational level theories. First, 
though, we must turn to generative grammar.

3. Generative grammar
Generative grammar is the branch of cognitive science aimed at char-
acterising the state of the human mind corresponding to an individual’s 
knowledge of a language. A generative grammar is a function-theoretic 
characterisation of this knowledge. A quick glance at the literature 
would suggest that the function corresponding to a grammar charac-
terises a mapping from sounds (or visual signs) to meanings.5 This sug-
gests a function along the lines of:

5 This function is often spoken of in Marrian terms: “Generative accounts 
of linguistic phenomena are couched at a level of analysis that is close to Marr’s 
(1982) computational-level. That is, the theory specifi es a system that guarantees a 
particular pairing of sounds and meanings across a potentially unbounded domain” 
(Adger and Svenonius 2015: 6). “A computational account of language has two parts. 
First is a specifi cation of which sounds (or more generally signals) convey which 
meanings” (Kobele 2012: 411).
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(2) Grammar: f(sound) = meaning
However, matters are not so simple. Standard function-theoretic char-
acterisations are methodologically possible because researchers have 
a pre-existing mathematical account of what the functions are; they 
are typically number-theoretic. Number theoretic functions are used 
because these functions are often defi ned over quantifi able inputs, e.g. 
Marr’s appeal to the Laplacian of a Gaussian (∇2G) of the retinal array 
is possible because it is defi ned over (numerical) intensity values. In 
contrast, we do not have a pre-syntactic grasp of the sets of possible 
phonological and semantic structures between which our grammar 
characterises a mapping. Furthermore, the sets of sounds and mean-
ings we are interested in are unboundedly large (we want to know how 
unboundedly many strings can map to unboundedly many meanings). 
As a result, generative linguists don’t attempt to characterise this map-
ping directly. Instead, they describe an operation for building syntactic 
structures from lexical inputs. More accurately, they describe a func-
tion that recursively enumerates the set of ordered ⟨sound, meaning⟩ 
pairs where each element of this set is individuated by its syntactic 
structure. This is still a characterisation of the sound-meaning func-
tion but “from below.”

The input to this function is typically presented as either a fi nite 
set of lexical items, either the whole lexicon as in Collins and Stabler 
(2016) or as a numeration. I’ll represent it here as the power set of 
the lexicon (strictly speaking, this should include multisets, see Adger 
2021), while the output will be the set of structural descriptions (SDs), 
or syntactic structures of the language.
(3) Grammar: g(lexicon) → Syntactic Structures 

The grammar recursively enumerates the set of sound-meaning 
mappings as structured by the syntax of the language. In effect, it 
decomposes the function f, by revealing the structure of each sound-
meaning pair.6 

To know a language, according to generative linguistics is, in part, 
to realise a function that outputs the set of syntactic structures for that 
language. This function is, in turn, defi ned by describing an operation 
for combining items in the lexicon into more complex structures. This 
operation can apply iteratively to the structures it has already gener-
ated, as we see in the following toy example where we imagine that ⊕ 
is the structure-building operation:

6 In other words, function g recursively enumerates the extension of function 
f. Instead defi ning a mapping from a set of sounds to a set of meanings (sounds as 
inputs, meanings as outputs), function g takes ordered sound-meaning pairs (i.e. 
lexical items) as the primitives and enumerates the set of possible combinations of 
sound-meaning pairs. It should be noted that this is also the case in systems like 
HPSG in which phonological and semantic information are combined in the same 
feature structure.
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(4) “the” ⊕ “dog” → [the dog]
(5) “likes” ⊕ “the dog” → [likes[the dog]] 
(6) “the cat”⊕ “likes the dog” → [[the cat] [likes [the dog]]] 
Along with a simple operation for merging syntactic objects, gram-
mars are also capable of moving these items to different locations in 
the syntactic structure, thereby building more complex structures. For 
example:
(7) “the dog1” + “the cat likes the dog1” → [[the dog][the cat] [likes 

[the dog]]]
In (7), the noun phrase “the dog” which had its grammatical case deter-
mined by the verb “likes,” has been raised to form the relative clause 
“the dog the cat likes.” As a result of movement, even though “the dog” 
was the fi rst element in the phrase to be constructed, it fi nds itself at 
the (linear) beginning of the phrase. Within minimalist syntax, it is 
possible for the most embedded element to be the fi rst merged. Fur-
thermore, which structures can be built by the structure-building oper-
ations will be determined by syntactic features of the lexical items they 
take as their input. Just as the combinatorial capacities of legos and 
atoms are determined by the intrinsic properties of those entities, the 
combinatorial properties of lexical items, and thus what the structure-
building operation can do with them, are determined by their syntactic 
features (e.g. an item with the features V, =N is labelled as V and can 
combine with an item labelled as N).

Within Minimalism, the core structure-building operation is called 
“merge,” within Head Driven Phrase Structure Grammar and Gen-
eralised Phrase Structure Grammar, it is called “unifi cation,” within 
Tree-Adjoining Grammars, it is “tree adjunction,” within categorial 
grammars, it is “function composition.”7 The exact details of these 
frameworks aren’t relevant to this discussion; instead, what matters 
is that they all characterise the knowledge of language in terms of an 
operation for building syntactic structures. I will be using “merge” as 
a cover-all term for the core syntactic operation in what follows. By 
characterising a function that outputs unboundedly many different 
syntactic structures, the linguist, in theory, gives an account of what 
is involved in knowing a language. The question is whether describing 

7 Within minimalism, merge and movement are constrained by a series of 
further feature-checking operations (agree, probe, labelling etc.) which determine 
whether two lexical items can be merged, but ultimately, it is merge that builds the 
syntactic structures. Not every framework has “movement” as illustrated in our toy 
case but all describe a basic operation for constructing complex structures. While 
unifi cation is also used in some varieties of Construction Grammar (e.g. Kay and 
Fillmore 1999) it is unclear how much of the discussion in this paper would apply 
to CxG theories which draw directly on usage. I suspect that CxG approaches will 
relate to both performance and the Marrian framework quite differently to more 
generative frameworks. For a recent discussion of the connections between CxG and 
the Predictive Processing model of cognition, see Michel (2023).
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this function amounts to giving a computational-level theory for our 
knowledge of language.

Superfi cially, this appears to be the case. Just as with computation-
al level theories, generative grammars provide intensional characteri-
sations of a function: “I-languages are functions regarded in intension” 
(Chomsky 1995: 26). Grammars describe linguistic competence inde-
pendently of the social and cognitive environments in which they are 
embedded including any constraints on memory facing parsers.8 The 
theories are computational, in that, they specify a general method by 
which an output can be generated in a fi nite number of steps. Further-
more, generative linguistics is often involved in comparing extension-
ally equivalent systems of grammar and presenting arguments for why 
one is superior to another. For example, while multiple context-free 
grammars and Minimalist grammars can generate the same sets of 
syntactic structures, linguists have given compelling reasons to believe 
that the latter is the more cognitively plausible, in effect, presenting 
the why component of a computational level theory. The problem is 
that a grammar is not a computational level explanation. 

4. Differences between generative grammar 
and computational level explanations 
We’ll consider here two differences between the function characterised 
in (3) and Marrian computational level theories.

1. Performance/Competence: The fi rst and most obvious reason 
that a generative grammar is not a computation-level theory in Marr’s 
sense is that it does not describe a process and so, by extension, does 
not characterise information processing. A syntactic derivation is not 
a real-time event. Actual linguistic processing, or at least our pars-
ing models of it, must incrementally construct syntactic representa-
tions from unlabelled inputs, starting with the words at the start of the 
sentence. In contrast, the syntactic derivations posited in generative 
grammar build structures from the most embedded constituents out-
wards, applying movement operations when necessary. 

Furthermore, the inputs to syntactic derivations are not unlabelled 
strings as the inputs to parsing are but highly specifi ed feature struc-
tures that represent information about the elements combined (this 

8 It is worth noting that, if we embrace the Marrian interpretation of generative 
grammar, then the Minimalist Program would appear to be a perfectly reasonable 
application of Anderson’s “Principle of Rationality” for computational-level 
theorising. This is the idea that we take the function computed by some cognitive 
system to be the optimal function for the task and incrementally and iteratively 
modify our proposal on the basis of how the system’s behaviour diverges from 
the function proposed. This has proven to be methodologically well-motivated for 
narrowing down which functions should be posited at the computational level (for a 
recent defence of the method see Van Rooij et. al. 2018). It is also worth noting that 
Anderson is one of the few theorists who doesn’t equate competence theories with 
computational-level theories (Anderson 1990: 8–9).
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was left out of the example above). This disconnect between the two 
approaches is quite explicit. While on the computational level, “[t]he 
performance of the device is characterised as a mapping from one kind 
of information to another” (Marr 1982: 24), “[a] generative grammar 
[...] in no sense purports to be a description of his actual performance, 
either as a speaker or as a listener” (Chomsky 1965: 3). It is instead 
a theory of competence; an account of what an agent must know (or 
“cognise”) in order to perform some task, not a computational charac-
terisation of the task itself. It is presumably this issue that Chomsky is 
raising when he writes: “David Marr’s infl uential ideas about levels of 
analysis do not apply here at all, contrary to much discussion, because 
he too is considering input-output systems [...]” (Chomsky 1995: 12).

2. Grounding: A second difference is that, unlike the mathematical 
functions typical of computational-level theorising, generative gram-
mars ground the structures they output. According to standard gen-
erative assumptions, a sentence has the syntactic structure linguists 
ascribe to it because that is the structure assigned to it by a gram-
mar.9 A cognitively realised grammar makes it the case that a sentence 
has its particular syntactic structure and not some other one, and the 
structures which a grammar generates are characterised solely with 
reference to that grammar; there is no independent method for char-
acterising the grammatical structures of language (at least over an in-
fi nite set). Contrast this with the cash register example above, it is 
clear that one needn’t be a Platonist to think that the values the cash 
register computes don’t depend on the cash register for their existence. 
1 + 1 does not equal 2 because that is how cash registers see the world. 
Rather it’s the fact that 1 + 1 = 2 is true independently of the cash 
register that allows us to determine whether or not the cash register 
is functioning properly since we can contrast the results of addition 
with the results of a broken cash register. The natural numbers have 
their structure independent of cash registers. In contrast, the syntactic 
structures characterised in generative grammar are function-depen-
dent. We cannot characterise the full set of syntactic structures output 
by a grammar except with reference to the grammar itself.

Since syntactic structures can only be ascribed to a sentence with 
reference to a particular grammar, it isn’t possible to distinguish be-
tween the function a grammar is supposed to compute and the function 
that it actually does compute (though we can still say that a sentence 
is ungrammatical relative to a grammar). As a result, it simply doesn’t 
make sense to say that the grammar is computing the wrong function 
(generative grammarians are descriptivists, not prescriptivists about 
grammar).10 This problem does not arise for other cognitive systems 

9 There are some realists (or Platonists) about linguistic structure who claim it 
exists independently of the human mind (Devitt 2006, Katz 1981, Katz and Postal 
1991) but this remains a fringe position.

10 This point shouldn’t be mistaken for the familiar bugbear of functional 
indeterminacy. The problem of functional indeterminacy concerns whether or not 
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studied within the Marrian framework. We do not assume that the 
world is 3D because our visual system creates a 3D representation 
from its input whereas we do assume that a sentence has the particu-
lar structure it possesses in virtue of speakers’ particular grammars. 
Similarly, the retinal array exists independently of the function which 
uses it to construct 3D objects, whereas linguistic structure does not 
exist independently of a grammar.

While Chomsky (1995) appears to reject the idea that generative 
linguistics produces computational level theories in Marr’s sense, more 
recently Berwick and Chomsky explicitly endorse a Marrian interpre-
tation of generative grammar and imply that the operation merge is 
implemented on a lower algorithmic level (Berwick and Chomsky 2016: 
132-139). However, even more recently, Chomsky et al., (2023) cites a 
2012 interview in which he does suggest that the Marrian framework 
is ill-suited for understanding “internal capacities.” The quote cited 
doesn’t appear in the printed version of the interview but it is worth 
examining:

As discussed in Marr (1982), complex biological systems must be under-
stood at different levels of analysis (computational, algorithmic, implemen-
tational). Here we discuss internal language, a system of knowledge, which 
we understand at a computational level. Since such a system is intensional, 
therefore not a process, there’s no algorithm. In contrast, externalization, a 
process of using the internal system, may fi nd an algorithmic characteriza-
tion. (Chomsky et al. 2023: 8)11

This is by far the most explicit statement of how Chomsky regards 
generative grammar to relate to the Marrian framework. I suspect 

it is possible to identify a correct function in cases where the function’s domain 
of application is infi nite or even just very large. The problem here, however, has 
nothing to do with the size of the function’s input or output. It arises as a result of 
the widespread commitment to the mind-dependence of linguistic structure within 
generative grammar. If the function implemented by the language faculty is what 
makes it true that a sentence has the structure it possesses, that function cannot be 
assessed with regards accuracy.

11 In the same interview, Chomsky considers how one would characterise 
knowledge of mathematics and the case is very similar to language. “If you try to 
fi nd out what that internal system is of yours, the Marr hierarchy doesn’t really 
work very well. You can talk about the computational level—maybe the rules I 
have are Peano’s axioms that describes a core set of basic rules of arithmetic and 
natural numbers, from which many useful facts about arithmetic can be deduced, or 
something, whatever they are—that’s the computational level. In theory, though we 
don’t know how, you can talk about the neurophysiological level, nobody knows how, 
but there’s no real algorithmic level. Because there’s no calculation of knowledge, it’s 
just a system of knowledge. To fi nd out the nature of the system of knowledge, there 
is no algorithm, because there is no process. Using the system of knowledge, that’ll 
have a process, but that’s something different” (Chomsky 2012). While Chomsky is 
only one generative linguist among many, his ideas have been uniquely infl uential 
in the fi eld and if he has a non-standard interpretation of what it is involved in 
developing a computational level theory, it may be useful for researchers working 
the same tradition to be aware of this, if only to refl ect on what they mean when they 
say generative grammar is computational.
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many would agree that, if there is no algorithm computing the func-
tion, it is not a computational description as Marr presents it and so 
Chomsky’s continued use of “computational level” to describe genera-
tive grammar is non-standard. In any case, these are not matters to be 
settled by appeals to authority and whether any of the proponents of 
the Marrian interpretation of generative grammar mentioned above 
share this interpretation is unclear.

To summarise these claims; unlike computational level theories, gen-
erative grammars don’t describe processes, are strongly intensional, and 
are structure grounding. Generative theories give a procedural charac-
terisation of a state, knowledge of language, while computational theo-
ries give a static characterisation of a process. This much shouldn’t be 
controversial, though it is seldom acknowledged in print and it certainly 
isn’t itself an objection to the generative method.12 It’s not surprising 
that language, which must be acquired and varies at least in its surface 
manifestations, would require a different approach from other cognitive 
capacities. What I will examine in the rest of this paper is whether we 
can give an account of generative grammar that captures the method-
ological virtues of the Marrian method while adhering to the constraints 
placed on it by the properties listed above. In the next section, I will look 
at several ways in which theorists have attempted to reinterpret gen-
erative grammar as a computational level theory and discuss the chal-
lenges they face before considering an alternative approach that may 
have a better chance (but nonetheless has problems of its own).

5. Alternative interpretations
5.1. Grammars as metamathematical descriptions
One option is to treat generative grammars as highly abstract descrip-
tion at the computational level. Manfred Krifka responds directly to 
Chomsky’s claim that generative grammar does not concern input-
output systems writing: “I do not see why representation levels should 
only be applicable to computation arising in input/output systems. In 
particular, one could see level 3 descriptions as idealisations, for ex-
ample, the Peano axioms for our integrated arithmetic abilities, or the 
rules postulated by a generative grammar for our linguistic abilities” 
(Krifka 2011: 55). Analogies between generative grammar and Peano 
arithmetic are quite common and so this proposal deserves consider-
ation.13 The core idea seems to be that, by providing metamathematical 

12 Poeppel (2012) and Poeppel and Embick (2015) raise a range of challenges 
faced by attempts to connect linguistic theory and the neurobiology of language. 
However, they do appear to accept that traditional generative linguistics has been 
targeted as computational-level theorising (Poeppel 2012: 50; Poeppel and Embick 
2015: 359).

13 Chomsky (1999: 41–42), Adger and Svenonius (2015: 1422), and Boeckx (2010) 
all speak of the computational level as the study of the “logical properties” of the 
language faculty.
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characterisations of the function implemented we can learn about the 
language faculty. Chomsky himself has made similar claims: 

One of the properties of Peano’s Axioms PA is that PA generates the proof P 
of ‘2 + 2 = 4’ but not the proof P of ‘2 + 2 = 7’ (in suitable notation). We can 
speak freely of the property ‘generable by PA’ f holding of P but not P¢, and 
derivatively of lines of generable proofs (theorems) and the set of theorems 
without postulating any entities beyond PA and its properties. (Chomsky 
2001: 41-42) 

This excerpt has been a constant source of debate over the last two de-
cades and I won’t recapitulate the controversy here.14 The axiom anal-
ogy does help clarify matters to an extent. Steps in a proof or deriva-
tion can be ordered and when viewed as mathematical objects there is 
no need to regard that order as temporal rather than structural. The 
connections between computation and deduction are relatively well un-
derstood and whether a set of axioms and associated rules generate a 
proof does not depend upon their actually being used in real-time to 
generate that proof.

The problem with the analogy is that it raises as many questions 
as it answers. The axiomatic view of grammar, while aligning with the 
parsing-as-deduction approach to grammar (e.g. Johnson 1989), com-
mits us to some internal system of representation, i.e a formal lan-
guage. If this is the case, then it merely pushes any question about our 
grasp of language back to another level (a “language of thought” needs 
a grammar too). The concern is that any formalism with the expressive 
power to represent the full range of syntactic structures found across 
natural languages (e.g. weak monadic second order logic) would itself 
require a grammar in which its combinatorial possibilities are speci-
fi ed. While the strength of this criticism depends on how robustly the 
notion of axiom is taken, most axiomatic systems require their syntax 
to be specifi ed in some metalanguage.15 Furthermore, metamathemati-
cal statements such as the Peano axioms don’t tell us anything without 
either a set of inference rules, e.g. modus ponens, or a model. Lacking 
either a proof theory or a semantics, they are merely marks. It would 
presumably be these “logical capacities” in which we are interested 
when appealing to such an axiomatisation. Yet if this is the proposal, 
the theory doesn’t support any further claims. For example, it is un-
warranted to claim that a cash register is capable of inferring according 
to modus ponens on the grounds that it computes addition. To say that 
the cash register has in any sense the capacity to make logical infer-
ences according to the rules of a classical proof system or that it can 
map variables to models of Peano arithmetic is simply false.

This problem is not solved by weakening our proof system (e.g. us-
ing Heyting arithmetic or intuitionist arithmetic) to get us any closer to 

14 Paul Postal described it as “the most irresponsible passage written by a 
professional linguist in the entire history of linguistics” (Postal 2004: 296).

15 A discussion of the role that such concerns played in the early development of 
generative grammar can be found in Mallory (2023).
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the “psychological reality” of the machine. A cash register is neither ca-
pable of inferring “p” from “~~p” nor incapable of it. The trivial reason 
is that computing the sum of x and y is not the same as deriving a proof 
that x + y = z. The tasks described at the metamathematical level by 
our formal system and at the computational-level by our function are 
different. Nevertheless according to Pylyshyn, “[t]his is exactly the goal 
Chomsky declared many years ago for linguistics: fi nd the least power-
ful formalism for expressing the range of human languages and you 
will have a formalism that you can view as intensionally (as opposed to 
merely extensionally) signifi cant” (Pylyshyn 1991: 14).

The moral here is that, when making inferences from the existence 
of one capacity to the existence of another we must be careful not to 
confl ate metamathematical and algorithmic levels of description. For 
example, if the system in question performs multiplication using the 
Karatsuba algorithm, we can infer that it is capable of addition as well 
since the algorithm requires this. We can’t however, make this kind of 
conclusion based on metamathematical ideas alone, e.g. the fact that 
recursive defi nitions of multiplication tend to utilise addition doesn’t 
tell us much. In Skolem arithmetic (a complete and decidable subsys-
tem of Peano arithmetic) multiplication is defi ned independently of ad-
dition. If we want to preserve the function-theoretic outlook by making 
the theory more abstract, it becomes less clear what the theory is actu-
ally telling us about the mind.

5.2. Grammars as theories of performance 
5.2.1. Grammars as parsers
The next option is to construe grammars as computational-level de-
scriptions of parsers. Parsing is the process of incrementally building 
representations of the syntactic structure of input sentences, in other 
words, mapping strings (one kind of information) to hierarchical struc-
tures (another kind of information). It can therefore be understood as 
an input-output system. Several researchers have explicitly attempted 
to bridge the gap between generative practice and Marrian metatheory 
this way. One of the most sophisticated developments of the grammar-
as-parser view is provided by Neeleman and Van de Koot (2010).16 Nee-
leman and Van de Koot present the minimalist operation merge as an 
abstract characterisation of the actual operation which a parser uses to 
build structural representations of sentences.

Just as Marr decomposed the algebraic properties of addition in the 
cash register example, Neeleman and Van de Koot discuss the abstract 
properties that structure-building operations might possess. Con-
straints on the structure-building process such as whether it is binary-

16 A similar “one system” view is defended by Lewis and Phillips (2015). Ruth 
Kempson’s program of Dynamic Syntax may also be seen as a higher-level description 
of the parser but one which takes account of the linear order of sentences (Kempson 
et al. 2001).
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branching, inclusive, whether labels are assigned, and so forth, can be 
either built into the parser’s structure-building process or left as fi lters 
on outputs. When these constraints are understood as properties of the 
parser’s structure-building operation, then the computational burden 
of parsing is lightened signifi cantly—fewer candidate structures are 
constructed and fi ltered. Furthermore, the properties can be character-
ised and discussed independently of any algorithm which implements 
them.

The decision to interpret merge as a parsing operation is to treat 
it as an aspect of performance rather than competence. Parsing a sen-
tence is a real-time, memory-bounded cognitive process, whereas gen-
erative linguistics was initially developed as a theory of competence, a 
description of the state of mind corresponding to knowledge of a lan-
guage, not its actual use (Chomsky 1965).17 Whether or not you consid-
er this reinterpretation to be a bad thing will depend upon your prior 
metatheoretical commitments. Nonetheless, it is worth noting some is-
sues with this approach.

First, the operation “merge” for example, applies fi rst to the most 
embedded constituent in a sentence (e.g. the “____x” in “whatx did the 
kitten swallow ____x?”) and builds a syntactic structure outwards from 
this, moving constituents to higher (and more fronted) positions in the 
process. In English, more embedded constituents tend to appear closer 
the end of a clause. Parsing, in contrast, begins with the most leftward 
constituent in a structure and builds structure from there. As a higher-
level theory of parsing, then, generative grammars start their deriva-
tion at the wrong end of the sentence. Second, the information a gram-
mar has available to it is much richer than the information a parser 
has access to. Formal models of grammar assume that the inputs to 
the merge operation contain explicit, structured sets features which 
are checked off in the process of structure-building. The inputs to a 
grammar wear their syntactic properties on their sleeve. In contrast, 
the inputs to the process of human parsing are underspecifi ed chunked 
phonological units or bare strings (as garden-path sentences show). 
This capacity for ambiguity makes parsing a diffi cult challenge. So if 
we are to view a generative theory of structure-building as a model of 
how the parser builds structures, it’s reasonable to ask if it’s likely to 
be a good one. Parsing is a cognitive process that lends itself well to 
computational-level theorising but whether the operations described 
by competence grammars can be translated neatly into a such a theory 
is open for debate (much of which is outlined in Pereplyotchik (2017)). 

5.2.2. Implementation level concerns

17 This is not to say that researchers weren’t almost immediately attempting 
to connect generative claims to models of performance in work culminating in the 
derivational theory of complexity (Fodor and Garrett 1966; Garrett, Beaver and 
Fodor 1966).
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Some of the most exciting contemporary research is coming from psy-
cholinguistics. Before continuing, we should consider what the fore-
going discussion means for attempts to identify the neurological cor-
relates of the operations described by generative grammarians. In an 
infl uential body of research, Angela Friederici has assembled consider-
able evidence that merge occurs in the ventral part of BA44 (the poste-
rior inferior frontal gyrus) (Friederici 2017; Liu et al. 2023). Similarly, 
Eliot Murphy has developed a sophisticated account of the implemen-
tation of merge, according to which the operation is realised by cross-
frequency interactions between θ and ɣ frequencies where lexical items 
indexed by ɣ cycles are embedded within slower θ and 𝛅 oscillations 
(Murphy 2020). Others have sought the neural correlates of other op-
erations posited by generative grammarians such as search (Ohta, Fu-
kui and Sakai 2013), label (Murphy 2015), and scrambling (Makuuchi 
et al. 2013).

However, if we accept the claim that generative grammar does not 
describe performance, then there is no way to reconcile the psycholin-
guistic claims that the inferior-frontal cortex, (IFG) (Caplan et al. 1998) 
putatively affords core-syntactic operations such as “merge” (Zaccarel-
la et al. 2017) and “movement” (Grodzinsky and Santi 2008; Makuuchi 
et al. 2013) with claims by Chomsky like the following:

[A] generative system involves no temporal dimension. In this respect, gen-
eration of expressions is similar to other recursive processes such as con-
struction of formal proofs. Intuitively, the proof ‘begins’ with axioms and 
each line is added to earlier lines by rules of inference or additional axioms. 
But this implies no temporal ordering. It is simply a description of the struc-
tural properties of the geometrical object proof. (Chomsky 2007: 6)

None of these positions are compatible with the view of merge or any 
other syntactic operation as an atemporal “logical” operation—logical 
abstractions don’t show up in fMRI scans (which makes it striking that 
Chomsky (2017) agrees with Friederici’s fi ndings). If merge is a “logi-
cal operation” not taking place in space or time, it doesn’t take place in 
the inferior frontal gyrus.18 It seems reasonable to conclude that, while 
much of this research is exciting and important, there is little reason 
to believe it is tracking what generative grammarians are describing 
when they develop theories of syntactic structure-building unless we 
reinterpret those theories as theories of parsing or some other linguistic 
performance. This position has been advocated by some psycholinguists 
for independent reasons (Phillips 2013; Embick and Poeppel 2005).

18 This is known as the problem of ontological commensurability (Poeppel 2017). 
“The tendency in generative syntax, for example, is to speak as if the computations 
proposed in syntactic analyses need not be regarded as computations that are 
performed in real-time […] This assumption simply makes the link between 
linguistics and neuroscience harder to bridge, for reasons that are ultimately 
historical, and not necessarily principled” (Poeppel and Embick 2005: 114).
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5.3. Grammars as data-structures
The fi nal account we’ll look at claims that generative grammars specify 
the data structures that are accessed by the parsing mechanism. This 
would place grammars at what Christopher Peacocke calls “level 1.5,” 
somewhere between computational and algorithmic level theories. Ac-
cording to Peacocke, a theory at this level “identifi es the information 
drawn upon by an algorithm” (Peacocke 1989).19 This approach aligns 
with Bresnan and Kaplan’s Strong Competence Hypothesis (the idea 
that a competence grammar is used by performance systems).20 If cor-
rect, parsers are algorithms that utilise grammars to produce appro-
priate syntactic structures for an input string. This gives substance 
to the idea that a grammar “underlies and accounts for,” “determines” 
or “is put to use by” performance (each of these phrases occur without 
further elaboration in Chomsky (1964)). The question then is, what is 
the role of a structure-building “computational” operation like merge in 
the theory of parsing? To be clear, we are not now considering the op-
erations that might combine and label input constituents during pars-
ing, but instead, we are looking at the role of an operation like merge 
in the grammar accessed by the parser. Parsing algorithms have their 
own range of real-time computational operations, e.g. pushing a unit 
of information to a stack, adding information to a table, searching for 
a representation of a rule in the grammar (see Jurafsky and Martin 
2008 for introductions to basic parsing algorithms). These operations 
are described at the algorithmic level although one can perhaps have 
a computational level theory of the parser as Neeleman and van de 
Koot demonstrate. Typically, as algorithmic level theories, they in-
volve representational commitments, e.g. a grammar is in Chomsky 
Normal Form, and so the question is how the computational operations 
described by a generative grammar are represented within the gram-
mar.21 What we are concerned with is the role of structure-building 
operations posited by grammarians in these accounts.

19 Momma and Phillips also suggest that Marr’s hierarchy may be best viewed 
as a continuum in order to accommodate the anomalous position of linguistics and 
neurolinguistics (Momma and Phillips 2018).

20 Whether grammars are causally implicated in performance has been a matter 
of debate for decades. While many argue that grammars are causally implicated 
in performance (Fodor 1985; Peacocke 1986, 1989; Rey 2003; Hornstein 2009), 
John Collins argues that they aren’t causally implicated (Collins 2017, 2023). 
Higginbotham claims that whether or not grammars play a causal role in production 
is to be determined by empirical enquiry (Higginbotham 1982). Generally, 
formulations of how a grammar relates to performance haven’t added much detail 
to Chomsky’s original brushstrokes, e.g. “[k]nowledge of language guides/provides 
the basis for actual use, but does not completely determine use” (Boeckx 2009: 134). 
Rey (2020) claims that a grammar makes claims about cognitive processes and 
architecture “at some level of abstraction,” a position I think many would get behind 
(Rey 2020: 112).

21 This is a considerable simplifi cation. Designing a parser often involves deciding 
which rules should be represented in the grammar (i.e. a data structure separate 
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For example, the operations of phrase rewriting in a phrase struc-
ture grammar manifest as relations between categories when that 
grammar is being consulted by a parser. In the simplest example, a 
rule of grammar, NP → Det N, is not to be viewed as a rewrite rule for 
deriving some structure for another but as a statement in a database 
which can be accessed by the parsing algorithm. While it is sometimes 
suggested that grammatical operations have to be applied to generate 
structures so that the structure is, in effect, built twice during parsing, 
this isn’t the role that grammar operations play in contemporary, high-
ly-lexicalised parsing models where the structure generating informa-
tion is built in to the lexical item rather than into rules relating gram-
matical categories. Consider Stabler’s infl uential Minimalist parser 
(Stabler 2014; Berwick and Stabler 2019; Hunter 2019). While Mini-
malist grammars are typically “bottom-up”—derivations are formed by 
merging lexical items into more complex units and then merging those 
units until the derivation is complete, Stabler’s minimalist parser is 
top-down, in the sense, that it starts with the highest category of a 
phrase along with a queue of predictions for what lies below it before 
applying rules operating over the input and the queue of predictions. 
What we need to examine is the role of merge in the grammar of this 
model. When we do, we see that the role of merge in this model is to 
specify the properties of the grammar, i.e. the sets of features associ-
ated with each lexical item. The features that lexical items are taken 
to have are just those that they would need if merge were the actual 
operation by which syntactic structures were built. Whether or not two 
items can be merged by the grammar is determined by those items 
syntactic features. The conceptual function of merge in the grammar 
is simply to induce upon the lexicon, the set of features they would re-
quire if syntactic structures were to be constructed by means of merge. 
But once we have the grammar on the table—the set of lexical items 
with their rich array of syntactic features, then we can, in effect, ignore 
merge when talking about how the grammar interacts with the parser. 
The grammar is simply a structure of the lexicon upon which parsing 
operations can then be defi ned. At no point in the model is it assumed 
that merge is actually implemented in the brain to generate syntac-
tic structures. Merge is not really a computational operation at all. It 
doesn’t describe a lower-level algorithmic process but it does give us 
the means to identify a set of features which such a (parsing) process 
may access.

Isn’t this just an algorithmic level theory? Yes and no. A parser mod-
el is an algorithmic-level theory. It specifi es an algorithm for comput-
ing an output for a given input in a fi nite series of steps. The algorith-
mic level theory tells us what those steps are, it specifi es the algorithm, 

from the parser which can be altered while keeping the parsing algorithm the same) 
and which rules are to be built into the operation of the parser itself. Pereplyotchik 
(2017) gives a helpful overview of these issues.
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and in the process it makes claims about how the information must be 
represented. In the case of minimalist parsing models, information is 
represented as a set of features of lexical items. In Stabler’s parsing 
model, this information can be understood as a structure within the 
lexicon. However, merge is not the computation that searches through 
the lexicon to incrementally build syntactic structures. This brings us 
to a fi nal approach to understanding generative grammar as a compu-
tational level theory.

6. Anti-realist computational level theories
This interpretation of computation in generative grammar is both 
modal and anti-realist (or perhaps instrumentalist). It is modal in that 
it treats merge not as an operation that does apply to build syntactic 
structures but a computational operation that could apply. While it is 
anti-realist because it regards the merge-story of how structure could 
possibly be built as a useful theoretical device for describing how syn-
tactic information is organised in some cognitive structure rather than 
a representation of an actual cognitive operation (in the style of Marr). 
The core idea is that, one way to describe what syntactic features lexi-
cal items need to have to be effectively learned and parsed is to describe 
a simple device for building syntactic structures and ask what informa-
tion it would require to do its job. Then, once we know what this infor-
mation is, we discard the structure-building operation. It is not posited 
as “cognitively real,” in the sense that it doesn’t pick out any real-time 
process. What is genuinely represented in the brain are syntactic fea-
tures which are accessed by the parser. An operation like merge is a 
notational device for fi guring out what those features might be.

If this is actually the idea that has been implicit within the litera-
ture, it would make sense of some of the stranger claims one fi nds in 
Chomsky. For example, consider the following:

We can discuss the set of expressions or derivations generated by a gram-
mar but in doing so no new entities are postulated in these usages beyond 
FL [the faculty of language], its states L [some language], and their proper-
ties. Similarly, a study of the solar system could introduce the notion HT 
= {possible trajectories of Halley’s Comet within the solar system}, and the 
studies of motor organization or visual system could introduce the notions 
plans for moving the arm or visual images for cats (vs. bees). But these stud-
ies do not postulate weird entities apart from planets, comets, neurons, cats, 
and the like. (Chomsky 2001: 41-41) 

Read descriptively, there are obvious problems with this analogy. 
Firstly, a comet does actually follow one of these trajectories—the set 
of trajectories is a description of paths the comet might take. They con-
stitute a modal claim about the possible behaviour of the comet. In con-
trast, the set of derivations a grammar generates is not a description 
of a grammar’s possible performance. Secondly, we do not characterise 
a comet as a device recursively enumerating its possible trajectories. 
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The trajectories of a comet are determined by things like mass and 
velocity, properties of the comet which constrain its possible behaviour 
and apply to other objects as well. Finally, it is often claimed that the 
outputs of grammars are involved in mediating the interface between 
systems of phonology and semantics. One might reasonably think that 
such entities would have to exist in order to do this. However, if these 
outputs are not generated, it is not clear how they could serve this role 
in transduction.

However, these objections arise only if we understand the modal 
component of the interpretation as a de re claim about an actual com-
putational operation. If we read this section as a discussion of what 
the merge operation could do, then it seems like Chomsky is making 
a claim about an actual, cognitively implemented computational op-
eration (that can be functionally localised etc.). However, if we under-
stand it as a claim about the kind of theory that can help us uncover 
the structure of the lexicon, which features lexical items possess, what 
unpronounced items such as functional heads there might be, then it 
becomes a more plausible, instrumental claim about a useful kind of 
theory building. It is not just that the syntactic structures enumer-
ated by a grammar are an idealisation of some cognitive structure, but 
the operation involved in their generation, merge, is an idealisation of 
this structure as well.22 This kind of anti-realism about computation 
in generative linguistics has recently been advocated by John Collins: 
“what makes a system a computer is that only a computational theory 
is adequate for its explanation, independently of whether or not any 
physical states are discriminable as realising the computation” (Collins 
2023). If this interpretation is correct, then merge is not an operation 
in the brain. It is merely a way of describing a data structure. It isn’t 
just that merge doesn’t occur in real time, it isn’t supposed to charac-
terise a process that does. Its function within the generative theory 
is to help linguists to identify syntactic features and phenomena that 
emerge from how syntactic information (which is actually drawn upon 
by the parser) is organised in the brain. Accordingly, when humans 
evolved the capacity for merge, they developed the capacity to organise 
information in their brains in such a way that, were merge to occur us-
ing information organised this way, it would generate the structures 
we fi nd in a languages.23

22 It is easy to be misled by reference to “idealization” here. In this case, merge 
would not be an idealisation of some actual structure building operation (considered 
independently of memory limitations, for example), but a theoretical tool which 
gives us the formal resources required to describe the functional properties of the 
lexical items which any such structure-building operation would have to have access 
to. Insomuch as it idealises actual performance processes, it does so obliquely, by 
enabling researchers to better describe the information that such processes have 
access to (i.e. as a competence theory).

23 This is similar in a respect to Adger (2022). Adger argues that the representations 
posited in generative grammar are structured abstractions of brain states.
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This still leaves us with a range of questions for the antirealist: why 
think that the relevant syntactic features are those that facilitate the 
operation of a structure-building device that isn’t actually responsible 
for building syntactic structures in real time? Why aren’t the features 
we posit the ones that are directly posited to facilitate effi cient pars-
ing (as in Ruth Kempson’s Dynamic Syntax program)? If reference to 
merge is an expression that one is adopting a distinct framework of 
idealisation, how should we think of the empirical content of generative 
theories as well as theoretical debates about the exact nature of merge 
(e.g. binary merge, parallel merge, workspace models)? These are im-
portant questions for anyone who adopts the generative framework as 
it has been described here and it is far from certain that they have 
easy answers. For some, I suspect that this position will be too great a 
concession to abstraction.

The present paper has merely sought to illustrate that generative 
grammar is not a computational level theory in the traditional Marrian 
sense assumed throughout much of computational cognitive neurosci-
ence and suggest that researchers in psycholinguistics are unlikely to 
fi nd the structure-building operations discussed by linguists in their 
labs. I have also suggested that a more instrumentalist interpreta-
tion may make sense of how generative “computations” are appealed 
to within parsing theory. Throughout this, I have tried to balance both 
empirical, theoretical, and to some extent, hermeneutic evidence. The 
practitioners of a scientifi c discipline are by no means obligated to in-
terpret their own research in accordance with the ideas and images 
of prominent fi gures within their fi eld. The fact that Chomsky might 
interpret the subject matter of generative linguistics in a certain way 
should not bind others in the fi eld. I do, however, think there is value in 
being explicit about the promises and challenges of different metatheo-
retical commitments, in particular due to the interdisciplinary nature 
of current research.
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