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Abstract: As the internet industry continues to advance, there has been a significant growth in the volume and variety of data, rich in features and diversity. Analyzing the 
distribution pattern of images quickly has become a challenge. The utilization of Convolutional Neural Networks (CNNs) has greatly enhanced the efficiency of data analysis 
and processing in areas like image recognition, image segmentation, and image synthesis. Despite their effectiveness, CNNs face challenges in terms of computational 
resources, convergence speed, and generating high-quality synthetic images. To address the described problems, this paper focuses on deep residual networks and 
generative adversarial networks in image synthesis algorithms. It divides human object image synthesis into three stages. The first step segments the human object image's 
target subject, the second step enhances the synthesized image data, and the third step fuses the segmented feature maps. To mitigate the issue of poor quality composite 
images, the DENSE-GAN method can be employed. To tackle the noted shortcomings, one approach is to enhance the discriminator network using a residual network. This 
involves substituting the CNN within the discriminator network's feature extraction module with a residual network. Additionally, to further enhance feature expansion, it is 
crucial to increase the network's depth by adding more layers. Different parts of the network output layer extract the overall contour information, local detail information, and 
identity information of the composite image. The results of these three modules are used to guide the weights of DENSE-GAN, adjusting them and experimenting on the 
dataset, which significantly improves the quality and clarity of DENSE-GAN composite images. Our algorithm achieved promising results on the MNIST, Market-1501, 
CelebA, and DeepFashion datasets. For example, after training for 100 epochs on the MNIST dataset, our algorithm exhibited an average loss of approximately 0.75. 
 
Keywords: DENSE-GAN; generative adversarial networks; image synthesis; residual networks 
 
 
1 INTRODUCTION 
 

In recent years, image synthesis has emerged as a 
prominent research focus in the field of artificial 
intelligence, gaining significant attention and popularity in 
various domains including target detection,                   
human-computer interaction, computer vision [1-3], image 
recognition, advertising design, and film production. The 
applications of image synthesis extend beyond these 
domains and encompass fields such as image                      
anti-counterfeiting, biomedicine, communication 
engineering, and video surveillance. For example, in 
portrait pose state synthesis and target pose synthesis as 
well as specific face image recognition [4, 5]; in using AI 
to generate images in business environments to perceive 
customer value, social influence, and facilitation 
conditions [6]; and in researching the determinants of trust 
in communication between consumers and AI chatbots [7] 
and in evaluating self-driving cars based on user big data 
management and AI [8]. Therefore, in the field of image 
synthesis, research teams both domestically and 
internationally have invested significant resources into 
studying image synthesis algorithms and have achieved 
remarkable success. This includes not only interpretable 
image synthesis, which enables users to intuitively 
understand the process by which models generate images 
and allows intervention and adjustment in the generation 
process, but also cross-modal image synthesis, a 
technology involving the conversion of different types of 
data (such as text, speech, images) into images, or vice 
versa. Currently, due to the wide range of image sources, it 
is often necessary to use experienced individuals to identify 
some blurred images that are difficult to identify manually. 
With the help of image recognition and image synthesis 
algorithms, these challenging-to-identify images can be 
enhanced and repaired, thus improving the recognition rate 
of images and reducing the cost of manual learning. The 
human object image synthesis technique has a very wide 
range of applications but also has some problems, such as 
basic constraints from sequential evaluation [9], low 

positioning accuracy [10], poor ability to extract the 
original parallax map from different algorithms [11], and 
less robust generalization across datasets [12]. 

Lately, supervised learning with convolutional 
networks (CNNs) has been widely used in computer vision 
applications, while unsupervised learning has received less 
attention compared to CNNs [13]. Some early researchers 
used CNNs to implement character synthesis [14, 15]. 
However, CNNs lack the ability to achieve efficient spatial 
transformations and require a large number of 
convolutional operations to model long-term dependencies. 
If the convolutional network does not contain short enough 
connections between the layers close to the input and those 
close to the output, it will cause problems with low training 
efficiency and accuracy [16, 17]. 

To achieve effective spatial transformation, some 
researchers later adopted a flow-based approach [18, 19] to 
separate the exterior streams to obtain denser 
correspondences and thus achieve transformations. These 
methods complete the prediction of two-dimensional 
coordinate shifts and assign sampling locations to 
individual target points. While textures that are very 
similar to reality can be reconstructed with this method, it 
is accompanied by noticeable artifacts that become more 
prominent when severe and complex occlusion and 
distortion are observed [15, 20]. An attention mechanism 
was introduced to capture long-term dependencies, 
allowing direct computation of interactions between 
arbitrary two locations to build dependencies. However, 
since the target image is the result of source distortion, it 
can be concluded that the attention correction matrix is not 
dense, and irrelevant regions are excluded. 

After several years of development, the prevalent 
research direction in image synthesis has gradually shifted 
towards generative adversarial networks (GANs), with 
many methods directly learning mappings from source 
images and utilizing neural networks to generate target 
images [21, 22]. To facilitate the transfer of feature 
information from source images to the target point, many 
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methods adopt a two-branch framework. This framework 
comprises both site branching and image branching. 

To tackle the issue of generating low-quality synthetic 
images, this paper introduces a solution called Residual 
Generative Adversarial Networks (RGAN). This paper 
improves the discriminator network by introducing two 
key modifications. The first involves replacing the 
convolutional neural network (CNN) in the discriminator's 
feature extraction module with a residual network, and the 
second enhances the feature extraction capability of the 
discriminator by increasing the depth of the network, as 
modified above. The network's output layer incorporates 
three fully connected layers to extract distinct types of 
information from the composite image. These layers are 
responsible for capturing the overall contour information, 
detail information, and identity information. The outputs 
from these three modules are utilized to guide the weight 
adjustment of the residual generative adversarial network. 
This article mentions existing work on individual synthesis 
in the related works section. Sections 3, 4, and 5 of this 
article introduce the residual generative adversarial 
network, some experiments and their results, and the final 
conclusions. 
 
2 RELATED WORKS 
2.1 Existing Image Composition Algorithms 
 

Much of human behavioral understanding is a complex 
yet unsolved problem, and traditional image synthesis 
often relies more on human experience to label image 
features, requiring accurate modeling of motion at both 
local and global levels. This process can demand 
significant human labor and often results in synthetic 
images of less than ideal quality, clarity, and naturalness 
[23]. The application of computer vision has surged with 
the advancing times, and generative adversarial networks 
(GANs) play a particularly crucial role in image synthesis 
[24]. GANs are frequently employed in unsupervised or 
semi-supervised learning and consistently outperform 
traditional image synthesis algorithms, exhibiting superior 
generalization across datasets [25]. 

Fig. 1 shows a flowchart of the image synthesis 
algorithm. Whether an image or video is entered, it is 
eventually converted to an image during processing. The 
next step involves feature extraction from the image data, 
resulting in the generation of a feature map. The third step 
is the fusion of the obtained feature map, followed by the 
fourth step, which is the classification of the fused image. 
The fifth step involves decision making and interpretation 
of the classified image, and finally, the sixth step is the 
output of the synthesized image. 
 

 
Figure 1 Image synthesis algorithm flow diagram 

 
Fig. 2 depicts a traditional face recognition algorithm 

for face synthesis based on fused HOG features and deep 
belief networks. The method divides the feature extraction 

of face images into global HOG and chunked HOG. The 
global HOG represents global face image features such as 
contour and hue, while the chunked HOG represents local 
image features such as pose, lighting, expression, identity 
information, etc. [26]. 
 

 
Figure 2 Flow chart of traditional face recognition algorithm based on HOG 

feature and deep belief network 
 
2.2 Image Synthesis Algorithm for Generative Adversarial 

Networks 
 

In recent years, the most widely used algorithm for 
image synthesis is GAN [27]. This algorithm is 
predominantly employed to tackle image synthesis 
challenges in scenarios including human posture transfer 
[28], generating synthetic images from text [4], and 
analyzing the heterogeneity of brain diseases from medical 
images [29]. Fig. 3 illustrates some of the algorithms for 
image synthesis in recent years, with their networks' basic 
structure primarily being generative adversarial networks 
[30, 31]. The generator G takes random noise as input and 
produces an image as output. Its purpose is to be trained 
through gradient descent to generate deceptive images that 
can fool the discriminator. In GAN, the role of the 
discriminator D is to determine whether the generated 
image meets the standard [32]. If the image does not meet 
the standard, further training will be conducted. As both 
generators and discriminators are iteratively trained, they 
gradually reach equilibrium, where the output produces 
images aligned with the desired standard [33, 4]. 

1. Algorithm flow. 
 

 
Figure 3 Map of image synthesis algorithms in recent years 

 

 
Figure 4 GAN architecture diagram 
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Discriminant models (D) and generative models (G) 
constitute the central framework of generative adversarial 
networks (GANs), as visually depicted in Fig. 4. GANs are 
typically utilized for binary classification problems [34], 
and this paper primarily focuses on the synthesis of face 
images, which falls under binary classification problems.  

The generator G is a differentiable nonlinear network, 
and the authenticity (true/false) of the image generated by 
G is judged by the discriminator D. During the training 
process, G utilizes the feedback from D through the 
convolution operation of the neural network to map the 
low-dimensional random noise into the high-dimensional 
real image [35]. The primary role of the discriminant model 
(D) is to assess the authenticity of the generated images. 
Initially, it calculates the Euclidean distance between the 
image produced by the generative model (G) and the real 
image. Based on this calculation, it makes a binary 
judgment of true or false to indicate the authenticity of the 
generated image. This judgment is then provided as 
feedback to the generative model (G). The parameters of 
the GAN are adjusted according to the feedback result, and 
when the image generated by G has successfully fooled D, 
the two networks reach a balance. This equilibrium is 
achieved when the two networks reach stability in the 
process of continuous iteration, and meaningful data is 
generated. 
 

Algorithm 1 is the process of GAN training 
Algorithm 1 Generating adversarial networks for image synthesis 
algorithms 
Inputs: training dataset X, number of iterations N, number of training 
batches at a time n 
Output: the generator network produces G(z) as its output, D(x) and 
D(G(z)) represent the respective outputs of the discriminator network 
for   i=1  to  T  do 
for   j=1  to  N/n  do 
(a) Choose a subset of samples from the initial random noise set Z{z(1), 
z(2), …, z(n)}. 
(b) Take an equal number of samples {x(1), x(2), ..., x(n)} from the 
training dataset X, matching the number of samples selected in part (a). 
(c)  Initialize the discriminators G0 and D0, which are implemented to 
find D(x(1)) according to the result of the initialized G(z(1)), and 
calculate the distribution probability between D(x(1)) and D(G(z(1)), 
which will be input to G according to the result of probability judgment. 
(d) Perform iterations to train D1,G1,D2,G2... .Dn,Gn. 
(e) the training ends when the two networks reachequilibrium. 
end 
end 

 
Eq. (1) represents the objective function of the 

Generative Adversarial Network (GAN): 
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Eq. (1) defines x as the actual data, Pdata as the 

distribution pattern of the real data, and z as a stochastic 
disturbance. D(x) refers to the discriminant neural network 
that produces 0 or 1 as its output, G(z) represents the 
resulting data generated after introducing random noise as 
input, and the function D(G(z)) is used to assess the 
authenticity of the generated data. The desired outcome for 
model D is that D(G(z)) equals 0, indicating the generated 
data is recognized as fake. Conversely, for model G, the 
objective is to have D(G(z)) equal to 1, suggesting the 

generated data is perceived as real. Finding the balance 
between G and D is crucial; it should not be too small or 
too large to ensure the simulated data resembles valid data. 
 

 GANarg min max , 
G D

V G D                                                     (2) 

 
The optimal objective function of the generative 

adversarial network (GAN) is illustrated in the figure. 
When the generator (G) and discriminator (D) networks 
reach equilibrium, the optimal state is achieved. At this 
point, G produces higher-quality images, and D becomes 
more adept at distinguishing between true and false images. 

2.  Principle of the algorithm. 
The GAN accomplishes this by modeling the data 

distribution using a non-linear activation function and 
training a target distribution model from low to high 
dimensions. Structure diagrams of the network D illustrate 
this process. 
 

Table 1 Generator network structure 
Generator Network (G) 
Layer X G1 G2 G3 G4 G(z) 
Kernel Num 64 128 256 512 1024 784 
Kernel size - 3 3 3 3 - 
Stride - 1 1 1 1 - 

 
The following is the principle of generator network (G). 
Input layer: The real data and the output data generated 

from the generator network G are used as inputs to the 
discriminator network D(748 × 748). 

G1: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 128 × 128 pixels. 

G2: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 256 × 256 pixels. 

G3: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 512 × 512 pixels. 

G4: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 1024 × 1024 pixels. 

Output layer: the data is compressed to between –1 and 
1 using the tanh activation function, at which point the 
image becomes 184 × 184.  
 

Table 2 Discriminator network structure 
Discriminator network (D) 
Layer G(z) D1 D2 D3 D4 Output 
Kernel Num 748 1024 512 256 64 0/1 
Kernel size - 3 3 3 3 - 
Stride - 1 1 1 1 - 

 
The following is the principle of discriminator network 

(D). 
Input  layer: The real data and the data generated by 

the generator network G(748 × 748) are used as inputs to 
the discriminator network D. 

D1: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 1024 × 1024 pixels. 

D2: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 512 × 512 pixels. 
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D3: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 256 × 256 pixels. 

D4: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 64 × 64 pixels. 

Output layer:  gives true and false results using the 
Sigmoid activation function. 

The input to generator G is random noise z. 
Suppose the generator network G is G(x) = x + 1, let z 

be PG (x, θ), is random noise that conforms to the normal 
distribution law, and after a nonlinear transformation, the 
generated output data from the generator network G 
follows a normal distribution with a mean of 1 and a 
variance of 1. The generator is used to learn the underlying 
distribution of the input noise vector z. Let the random 
noise z be PG (x, θ), which is distributed as Pdata, and let the 
distribution of real data x be Pdata (x), construct a likelihood 
function for each batch in training. 
 

 
1

; 
m

i
G

i

L P x 


                                                                (3) 

 
Eq. (3) is the formula for finding the optimal value of 

the likelihood function L. The equation involves the 
accumulation of PG, where the accumulated part PG 
represents random noise conforming to the normal 
distribution law. 
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Eq. (4) shows that θ* is optimal when the distributions 

of PG (x, θ) and Pdata (x) are similar, so the principle of 
generator G is to find an optimal θ to achieve the effect that 
PG is closer to the distribution of Pdata (x). 

Compared to traditional image synthesis algorithms, 
GAN has the following advantages in image synthesis. 

1. The generator network only uses back propagation, 
not Markov chains. 

2. The generator network uses random noise as input, 
does not require manual labeling of features, and exhibits 
superior synthesis ability compared to other generator 
models. The application of GANs can extend beyond 
image data generation to simulate the generation of other 
types of data. 

3. The adjustments to the generator network come 
from feedback provided by the discriminator network 
rather than from the raw data. 
 
3 IMPROVED DISCRIMINATOR NETWORK BASED ON 

RESIDUAL NETWORK FOR IMAGE SYNTHESIS 
3.1 Principle of Residual Networks to Improve CNNs 
 

At present, GANs have achieved remarkable 
advancements in image segmentation, synthesis, and 
recognition research. However, to attain higher accuracy, 
increasing the network depth is necessary. Nevertheless, 
this often brings about issues such as gradient 
disappearance, which impedes the model's ability to 
accurately capture image edges and local details. 
Consequently, this affects the efficacy of image 
segmentation, synthesis, and recognition [36, 37]. In this 
paper, a novel image synthesis method is proposed to 
address this issue by combining the residual network and 
generative adversarial network (GAN). The proposed 
approach harnesses the strengths of both techniques to 
enhance the quality and realism of generated images. 
Given that this method can acquire rich semantic 
information, we term it DENSE-GAN, and its model 
structure is detailed in Tab. 3.

 
Table 3 Network structure of DENSE-GAN-based image synthesis algorithm 

Generator Network Discriminator network 
Layer X G1 G2 G3 G4 G(z) G(z) D1 D2 D3*3 fc Output 

Kernel Num 64 128 256 512 1024 784 748 3 64 512 512 n 
Kernel size - 3 3 3 3 - - 3 3 1 - - 

Stride - 1 1 1 1 - - 1 1 1 - - 

Tab. 3 presents partial data from a DENSE-GAN 
algorithm that enhances the discriminator network by 
substituting CNNs with residual networks. Fig. 5 illustrates 
the residual structure, and the final output layer employs 
three fully connected layers to extract identity information. 
G provides the specific structure of the improved 
discriminator network utilizing residual networks. 
 

 
Figure 5 Structure of the dense block 

 
Input  layer: The data generated from the generator 

network G and the output data are used as inputs to the 
discriminator network D (748 × 748). 

D1: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 3 × 3 pixels. 

D2: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 64 × 64 pixels. 

D3: The convolutional kernel size is set to 3 × 3 pixels, 
the learning step size, also known as the stride, is set to 1, 
the image size is transformed to 512 × 512 pixels. 

fc: The three fully connected layers used here output 
three feature vectors G(z), local details of the image, and 
overall contour information. 

Output layer: gives true and false (0/1) results using 
the Sigmoid activation function. 

Generative adversarial networks (GANs) facilitate 
photorealistic image synthesis and editing (Meng et al., 
2024). Following the principle of generative adversarial 
networks, we aim to minimize the loss of G and maximize 
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the loss of D. Only when the two networks reach 
equilibrium do the distribution laws of G(z) resemble those 
of real data X. 

In this chapter, the optimization of adversarial 
networks for end-to-end training is carried out using mean 
squared error (MSE), structural similarity (SSIM), and 
adversarial loss. The objective is to enhance the 
performance and convergence of the generator and 
discriminator networks within the generative adversarial 
network (GAN) framework. Furthermore, the training 
process involves utilizing a feedback signal to adjust the 
parameters of the generator network through              
back-propagation. The output of the generator network is 
then fed into the discriminator network, which continues 
its training. Throughout this iterative process, the two 
networks gradually reach equilibrium, where their outputs 
converge to produce images that appear realistic. Eq. (5) 
defines the specific loss function employed in this process. 

3.1.1 Against Loss 

We can utilize adversarial loss to optimize generator 
networks, making the images they produce more realistic. 
Eq. (5) represents an adversarial loss function. N represents 
the quantity of processed data, where D(x) denotes the 
discriminant neural network that outputs 0 or 1, and D(G(z)) 
represents the assessment of the authenticity of the 
generated data. 

     
1

l
1

lo 1 ogg
N

adv
i

L G– D z D x
N 

   (5) 

3.1.2 Generator/Discriminator Loss Function 

Eq. (6) and Eq. (7) represent the loss functions of the 
discriminator network and the generator network, 
respectively. In Eq. (8), α represents the equilibrium 
coefficient of the generator network, and β represents the 
equilibrium coefficient of the discriminator. Eq. (8) 
introduces additional variables: λ1 represents the overall 
information data of the image, λ2 represents the local 
information of the image, and λ3 represents the identity 
information of the image. Lm and Ln denote the mean and 
variance of the dataset (x, y), respectively. 
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3.1.3 Improved Generative Adversarial Network 
Optimization Objective Function 

Eq. (6) represents the loss function of the improved 
generative adversarial network. Eq. (6) to Eq. (9) illustrate 
how the generators and discriminators interact, reaching 

equilibrium when the generators are neither the smallest 
nor the largest discriminators, which is when the model 
performs optimally. 

 arg  min  max G D
G D

L L  (9) 

3.2 Building a Network Model 

Fig. 6 depicts the structure of DENSE-GAN, 
highlighting enhancements to the generator inputs, the 
discriminator network structure, and the discriminator 
outputs. The enhancements to the discriminator network D, 
utilizing the residual network, are as follows. 

Figure 6 Structure of DENSE-GAN 

3.2.1 Improving the Network Structure of Discriminators 

Since the generator input is provided by the original 
discriminator network, the data it outputs are uncertain. 
Therefore, making a true or false judgment will lead to 
randomness in the discriminator network [38, 39]. Hence, 
the residual network can be utilized instead of CNN to 
optimize the discriminator network structure. Because 
images contain rich detailed information, the synthesis 
effect can be enhanced by evaluating the truth and falsity 
of three types of features through three relatively 
independent modules [40]. 

3.2.2 Input/Output Optimisation 

Usually, we require a significant amount of time 
because training generative adversarial networks often 
demands abundant data [41]. We address the issue of slow 
convergence by enhancing the generator input, where x 
learns z based on real data. Consequently, the resulting 
synthetic data will more closely align with the distribution 
of x, regardless of whether it originates from aggregation 
or locality. 

3.3 DENSE-GAN Training Steps 

In this section, we will delve into strategies for 
enhancing discriminator networks by incorporating 
residual networks. We substitute the conventional CNN 
architecture with residual blocks and replace the original 
output with three fully connected layers of the generator. 
This alteration enables the discriminator to consider the 
overall contour structure and capture significant local 
details. This approach enhances image quality and 
convergence speed by analyzing the principal components 
of random noise. 
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Step 1: Dimensionality reduction of the random noise 
using principal component analysis to obtain the input z for 
the generator. 

Step 2: Use z as input for the generator. 
Step 3: Let the generator network perform nonlinear 

data transformation on data z through deconvolution 
operations, mapping z to a high-dimensional image G(z). 

Step 4: The input to the discriminator utilizes G(z) and 
the real data x. 

Step 5: If the distributions of G(z) and x are similar, the 
loss function calculates the distance between G(z) and x, as 
well as their respective distribution probabilities, and 
outputs the result directly. If there is a large difference, then 
step 6 is executed. 

Step 6: The results of the discriminator are used as 
feedback information to guide the adjustment of generator 
network parameters, cycling through steps 1 - 5 until the 
two networks reach equilibrium and training is complete. 
 
4 EXPERIMENTAL COMPARISON 
4.1 Experimental Parameters and Data 
 

We selected the MNIST, Market-1501, CelebA, and 
DeepFashion datasets to validate the effectiveness of 
DENSE-GAN. The MNIST dataset comprises 10000 test 
samples and 60000 training samples [42]. Given the small 
number of features in images from this dataset, feature 
extraction becomes relatively straightforward. 
Consequently, the Market-1501 dataset, a publicly 
available dataset from 2015, is commonly utilized for this 
purpose. The training dataset contains over 10000 image 
IDs, with an average of 17 training data collected per 
person. The test dataset comprises nearly 20000 images, 
with an average of 26 test data obtained per person. These 
images exhibit low resolution, and pose, viewpoint, 
background, and lighting characteristics vary widely. 
CelebA is a dataset containing over 200000 face images, 
each labeled with multiple attributes and labels. The 
images are complex, featuring numerous attribute 
attributes, and demand higher requirements for network 
models in terms of feature extraction and image generation 
[43]. The DeepFashion dataset contains over 800000 
images, 1000 attributes, and 50 categories. It also includes 
300000 images with different poses and scenes. This              
large-scale dataset features high-resolution images                
(256 × 256) with clean backgrounds [44]. 
 

Table 4 GAN and DENSE-GAN training parameter settings 
Training parameter 
settings and losses 

Generating 
adversarial networks 

DENSE-GAN 

Batch size 128 128 
Learning rate 0.0002 0.0002 

Training epoch 100/1000/5000 100/1000/5000 
Optimizer Adam Adam 
Dropout 0.3 0/3 

Activation functions Relu Relu 
Dataset MNIST/Market-1501 MNIST/Market-1501 

 
Tab. 4 presents the specific parameter configurations 

for training the adversarial networks. The network's 
learning rate is determined based on the time taken to reach 
the global minimum [45]. A very small learning rate results 
in slow convergence, while a very large learning rate may 
impede network convergence [46]. For this scenario, a 
learning rate of 0.0002 is chosen, along with a batch size 

of 128. To enable comparison and analysis, the network is 
trained for three different numbers of epochs: 100, 1000, 
and 5000. The DENSE-GAN framework shares most of its 
parameters with the original generative adversarial 
network. However, a notable difference lies in the structure 
of the discriminator network [12, 47]. In DENSE-GAN, the 
traditional CNN in the discriminator is replaced with a 
residual network. 
 

(a)GAN generated images (b)Images generated by DENSE-
GAN 

Figure 7 Comparison of experimental results before and after 100 iterations of 
improvement 

 
4.2 Experimental Results and Analysis 
 

The MNIST handwritten characters are initially 
analyzed using a pre-trained generative adversarial 
network (GAN). Subsequently, the network undergoes 
enhancements, and the analysis is repeated using the 
updated model. Based on the principles and loss function 
curves of the GAN, the empirical results of training the 
network for 100, 1000, and 5000 epochs are analyzed. The 
goal is to analyze and compare the network's performance 
before and after the improvement using these experimental 
results. 
 

 
   (a)Loss curve of GAN    

 
(b)DENSE-GAN loss profile 

Figure 8 Plot of generator and discriminator loss before and after 100 iterations 
of improvement 
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Fig. 7 displays the results obtained from the 
experiments conducted after 100 training sessions. The left 
image in Fig. 7 corresponds to the output of the generative 
adversarial network (GAN) during the synthesis process, 
while the right image represents the synthesis by         
DENSE-GAN. From the results of the image synthesis, the 
figures synthesized on the left are blurred and contain a lot 
of noise, whereas the figures synthesized on the right are 
clearer and have less noise, although some individual 
figures still lack clarity. 

Fig. 8 shows the loss curves of the generator and 
discriminator, both before and after 100 iterations of the 
enhanced model. This demonstrates that the improved 
image synthesis outperforms the generative adversarial 
network. Due to the lack of network stabilization and the 
model's failure to reach a global minimum, the synthesized 
images suffer from low quality and lack of clarity. 

The experimental results after 1000 training sessions 
are depicted in Fig. 9. A thorough analysis will now be 
conducted based on the loss function curve of the model 
training. 
 

(a) GAN generated images N (b) Images generated by DENSE-
GANe 

Figure 9 Comparison of experimental results before and after 1000 iterations of 
improvement 

 

 
(a)GAN's loss curve 

 
(b)DENSE-GAN loss profile 

Figure 10 Plot of generator and discriminator loss before and after 1000 
iterations of improvement 

Fig. 10 illustrates the loss curves before and after 1000 
training iterations. Upon examining the stability of the loss 
function, it becomes apparent that the loss curve depicted 
in Fig. 10b is more stable. This indicates a relatively 
smaller disparity between the losses of the generator 
network and the discriminator network. After 500 
iterations of the generative adversarial network, the 
discriminator's loss fluctuates, while the generator's loss 
still stabilizes. Conversely, after 200 iterations of             
DENSE-GAN, both the discriminator and generator 
networks stabilize. The difference between the generator 
and discriminator losses was analyzed, and both networks 
were stable, with no particularly large fluctuations. 
Additionally, the difference between the generator and 
discriminator losses was only small at 1000 iterations. 
From the principles of the adversarial network, it can be 
concluded that the images synthesized by DENSE-GAN 
are of better quality.  
 

  
(a)Generating images generated by 

the adversarial network 
(b) Images generated by DENSE-

GAN 
Figure 11 Comparison of experimental results before and after 5000 iterations 

of improvement 
 

 
(a) Generating loss curves for adversarial networks   

 
 (b) DENSE-GAN loss graph 

Figure 12 Plot of generator and discriminator loss before and after 5000 
iterations of improvement 

 
Fig. 11 shows the effect of image synthesis before and 

after 5000 iterations of improvement. Analyzing the loss 
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function curve of the model training can provide further 
insights into the observed decrease in image quality after 
5000 iterations compared to the effect observed after 1000 
iterations. 
 

(a) Generate face images 
generated   

(b) Face images generated by 
DENSE-GAN by the adversarial 

network 
Figure 13 Comparison of experimental results before and after 100 iterations of 

improvement 
 

Fig. 12 shows the loss function graph pre and             
post-5000 iterations of enhancement. In the left graph, the 
loss of the generator stabilizes around 500 iterations, while 
the loss of the discriminator consistently increases. This 
contradicts the principle of generative adversarial 
networks, leading to a decline in the quality of the 
synthesized image. After 500 iterations, a noticeable 
reversal occurs in the loss values of the generator and 
discriminator networks on the right side. Additionally, the 
widening gap between the two losses suggests that the 
composite image is exhibiting exceptional performance in 
terms of the GAN training process. 

By employing a modified version of the generative 
adversarial network, utilizing the same network model as 
previously mentioned, we proceeded to analyze and train 
the Market-1501 dataset. The experimental results were as 
follows. 

In Fig. 13, the impact of the enhanced model can be 
observed by comparing the synthetic face images before 
and after 100 iterations. It is evident that at this stage, the 
model has not fully converged, resulting in blurred 
synthetic images. To enhance image synthesis quality, 
training iterations can be increased, and network 
parameters can be adjusted accordingly. Notably, the 
DENSE-GAN synthesis method outperforms the original 
GAN in image synthesis. 
 

(a) Generate face images generated 
by the adversarial network 

(b) Face images generated by 
DENSE-GAN 

Figure14 Comparison of experimental results before and after 5000 iterations of 
improvement 

 
Fig. 14 shows the effect of the synthetic face images 

before and after 1000 iterations of improvement, at which 

point the model has not yet found the global minimum. 
After 1000 iterations, there is a noticeable improvement in 
the quality and sharpness of the composite image. It 
becomes evident that DENSE-GAN synthesis surpasses 
the performance of the original generative adversarial 
network. The enhancements made in the training process 
and network architecture have yielded better results in 
terms of image synthesis. 
 

Table 5 Comparison of different network models in the Celeb A data set into 
image similarity 

Network 
Architecture 

100 200 300 400 500 1000 5000 

GAN 1.910 2.924 2.765 2.991 1.442 1.849 2.088 
MSG-GAN 0.251 0.224 0.234 0.237 0.227 0.233 0.241 

DENSE-
GAN 

1.372 1.442 1.241 1.438 1.355 1.375 1.394 

 
Upon analyzing the experimental results, a conclusion 

can be drawn that optimal synthesized image quality tends 
to occur when the generator and discriminator networks 
reach a stable state, with the generator's loss not 
excessively small and the discriminator's loss not 
excessively large. 

To evaluate the effectiveness of the algorithm, image 
synthesis operations were performed on the CelebA dataset 
and the DeepFashion dataset. The changes in the loss 
function values of the GAN model, MSG-GAN model, and 
DENSE-GAN model on the CelebA dataset were recorded 
for iterations at 100, 200, 300, 500, 1000, and 5000. 
Additionally, the contrast values of the composite images 
were calculated before and after the synthesis process. A 
value of 1 indicates identical images, while a value closer 
to 1 implies a higher similarity between the composite and 
original images. 

The experiment results conducted on the CelebA 
dataset are summarized in Tab. 5. From the data provided, 
the mean similarity value for GAN is 2.281, with the 
smallest similarity value being 1.442 and the largest 
similarity value being 2.991. For MSG-GAN, in the range 
of 100 to 5000 iterations, the average similarity value is 
0.235, with the minimum similarity value being 0.224 and 
the maximum similarity value being 0.251. The synthesis 
of images on the CelebA dataset is improved with the 
DENSE-GAN model, as evidenced by its minimum 
similarity value of 1.241, maximum value of 1.442, and 
mean value of 1.374. 
 

 
Figure15 Loss function curves for different network models at CelebA 
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Table 6 Comparison of different network models into image similarity in the 
DeepFashion dataset 

Network 
Architecture 

100 200 300 400 500 1000 5000 

GAN 0.255 0.358 0.312 0.312 0.232 0.190 0.321 
MSG-GAN 0.565 0.810 0.677 0.640 0.616 0.560 0.496 

DENSE-GAN 0.696 0.970 0.809 0.960 0.712 1.375 0.870 

 

 
Figure 16 Loss function curves of different network models in DeepFashion 

 
Fig. 15 shows the descent curves of loss for GAN, 

MSG-GAN, and DENSE-GAN. The loss curves of GAN 
and MSG-GAN networks exhibit considerable fluctuations 
around 100, 1000, and 5000 iterations, whereas DENSE-
GAN stabilizes around 500 iterations with minimal loss 
fluctuation. The DENSE-GAN model demonstrates greater 
stability, leading to faster convergence on the CelebA 
dataset. 

Tab. 6 presents the results of experiments conducted 
on the DeepFashion dataset. Upon examining the data, it is 
evident that the GAN model achieves a minimum 
similarity value of 0.190. For iterations ranging from 100 
to 5000, the average similarity value is 0.283. Regarding 
MSG-GAN, the minimum similarity value is 0.496, with 
an average similarity value of 0.623 for iterations from 100 
to 5000. The maximum similarity value recorded is 0.810. 
Based on the data in the table, it can be deduced that the 
DENSE-GAN model demonstrates superior image 
synthesis capabilities on the DeepFashion dataset, with a 
mean value of 0.818, a minimum similarity value of 0.696, 
and a maximum value of 0.970. 
 

 
Figure17 Images and effects 

Fig. 16 illustrates the decreasing loss curves of GAN, 
MSG-GAN, and DENSE-GAN. The loss curves of GAN 
and MSG-GAN networks exhibit significant fluctuations 
in model stability around 100, 1000, and 5000 iterations, 
while the loss of the DENSE-GAN network is minimal and 
tends to stabilize. Regarding convergence speed, the GAN 
and MSG-GAN networks stabilize only after 
approximately 1000 iterations, with relatively large 
fluctuations afterward, whereas the DENSE-GAN network 
stabilizes after about 200 iterations without significant 
fluctuations. 

The DeepFashion dataset was utilized to generate 
controlled face images with varying lighting, poses, 
expressions, and environments. These variations were 
meticulously designed to create synthetic images while 
preserving the subject's identity. 

Analyzing the experimental results depicted in Fig. 17, 
it is evident that the DENSE-GAN network proficiently 
preserves the image's identity. Moreover, it enhances the 
quality of image synthesis by managing factors such as 
expression, lighting, and posture. 
 
4.3 Summary of this Chapter 
 

In our approach, random noise serves as the input to 
the adversarial network, which then generates an output 
image. The abundance of features in an image poses 
difficulty in their extraction, leading to diminished clarity 
and quality in synthesized images. This paper suggests 
mitigating this issue by employing the residual generative 
adversarial network technique, capitalizing on the benefits 
offered by residual networks. Specifically, the proposed 
method utilizes three fully connected layers within the 
output layer to extract image features, while also extracting 
features from the discriminator network. By leveraging 
these extracted features, it aims to improve the synthesis 
process, resulting in higher quality and clearer synthesized 
images. To evaluate the authenticity of synthetic images, 
the paper employs the calculation of Euclidean distance. 
The obtained distance serves as a measure for determining 
the fidelity of the synthesized image. By analyzing this 
result, adjustments are made to the parameters of the 
generative adversarial network, specifically by feeding it 
back to the generator network. Multiple experiments have 
been conducted, yielding promising findings regarding the 
effectiveness of this method. The results indicate a 
significant enhancement in the quality and clarity of the 
synthesized images following the implementation of this 
approach. We will continue to refine the algorithm, aiming 
to achieve higher precision, more realistic and faster image 
generation, and improved processing speed. 
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