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Abstract – Network Function Virtualization (NFV) has brought incredible experiences for Internet users and network operators. NFV 
enables the implementation of Virtualized Network Functions (VNFs) as software running in High Volume Servers (HVSs) to execute 
a Service Function Chain (SFC) to satisfy service demands of Internet users. During the execution of SFCs, VNFs and Virtual Links (VLs) 
tend to change their resource requirements due to the dynamic nature of the end user's demands. In this paper, we focus on dynamic 
resource allocation to the elements of SFC throughout the SFC process to adapt to the elasticity in demand from users by providing 
an overall picture of NFV and the scaling problem of SFC. We then review and analyze related studies on dynamic resource allocation 
of NFV systems during SFC operation and analyze the results of these projects. The most recent works are also classified based on 
several criteria to highlight their approaches, achievements, and also shortcomings. Finally, we introduce some research directions 
to deal with the scaling problem during SFC operation that needs more attention from researchers to inspire future work in the elastic 
operation of NFV-enabled systems.
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1.  INTRODUCTION

1.1. MOTIVaTION

The Internet has achieved incredible development in 
recent years, the number of Internet users is constantly 
increasing to reach 5.3 billion users (approximately 
66% of the global population) by 2023 [1]. Therefore, 
the network infrastructures are continuously improved 
to meet the increasing needs of users.

Traditional network systems are mainly built from 
dedicated hardware devices such as routers, load bal-
ancers, firewalls, etc. The need to continuously upgrade 
infrastructure to satisfy the demand of Internet users 

creates pressure on Capital Expenditure (CAPEX), such 
as buying equipment, space for placing devices, and 
Operation Expenditure (OPEX), such as electricity bills 
or labor expenses for Network Service Providers. Addi-
tionally, the operating of physical appliances is also a 
waste of physical resources, while this approach only 
enables a single user to use a device at a time instead 
of sharing resources to leverage idle resources for oth-
ers. Network Function Virtualization was developed to 
overcome the limitations of traditional networks.

NFV was first introduced by the European Telecom-
munications Standards Institute (ETSI) [2], decoupling 
network functions (e.g., firewall, Intrusion Detection 
System (IDS), Network Address Translation (NAT), load 
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balancer, etc.) from their dedicated hardware by de-
ploying these network functions as software on High 
Volume Servers (Fig. 1) and then providing them to 
tenants. These network functions are now called Virtual 
Network Functions. 

The release of NFV comes with several benefits, in-
cluding: i) Reducing resource wastage: The nature of 
NFV is virtualization. By virtualizing physical resources 
(i.e., compute, storage, network), controllers in NFV 
systems can flexibly allocate and reallocate resources 
provided to VNFs. As a result, idle physical resources 
should always be utilized; ii) Elasticity: User demands 
are dynamic and may cause variations in system re-
source consumption. Because the resource allocation 

in NFV is flexible, as mentioned above, changes in 
service requests from users can be easily satisfied by 
granting more or releasing resources to these service 
requests; iii) Minimizing CAPEX and OPEX: Using NFV, 
service providers can reduce investments when buy-
ing Commercial Off-the-Shelf (COST) servers instead 
of spending money on high-cost dedicated hardware 
to deploy their system. Next, most NFV platforms are 
open-source, which means they are free. Additionally, 
automation mechanisms in NFV also reduce human 
operational activities; iv) Fast error remediation: Be-
cause elements in NFV systems are 'soft', administrators 
can quickly fix errors when unexpected things occur. 
Furthermore, the system can be easily re-implemented 
in the worst cases.

Fig. 1. The concept of virtualizing dedicated network devices to be software

1.2. RELaTED wORk

As part of activities on the Internet, Internet users 
send data from and to the equipment. Traffic flows be-
tween these devices may need to pass through several 
network functions. In NFV-enabled systems, the service 
provider assigns VNFs to traffic flows to complete net-
work services as expected by users. A combination of 
VNFs and possibly Physical Network Functions (PNFs) 
in a specific order can create a so-called Service Func-
tion Chain [3] or Network Service (NS) to satisfy the 
user's demand, as illustrated in Fig. 2. In this article, 
'service function chain' and 'network service' are used 
equivalently.

Recent surveys focused on providing an overall pic-
ture of NFV. In the survey of Bo et al., the authors ex-
plained NFV concepts, terminologies, and architecture 
of NFV and introduced some projects that address hot 
topics in NFV such as VNF placement, scheduling, mi-
gration, chaining, and multicast [4]. Herrera et al. intro-
duced a complete survey of the resource allocation in 
NFV within three stages: VNF Chain Composition, Em-
bedding and Scheduling [5]. Yang et al. explored chal-
lenges and opportunities and offered some potential 
research directions in security issues for NFV [6]. The 
paper of Yanghao et al. [7] presented the variants of the 
resource allocation problem in NFV and provided a ba-
sic and standard mathematical model for the resource 
allocation problem for SFCs. The authors also offered 
some prominent research trends.

Other surveys [8], [9], [10], [11] placed emphasis on 
the placement of constituents (e.g., VNFs, CNFs (Con-

tainer Network Functions), VMs (Virtual Machines), etc.) 
of NSs at the initialization of SFC. In which the authors 
attempted to explore solutions to answer the question: 
“What is the best strategy for the placement problem 
to get the highest system performance with the lowest 
cost (in terms of minimizing the volume of resources 
that servers and links provide to SFC’s elements)?”.

1.3. OUR CONTRIbUTIONS aND PaPER 
 ORgaNIzaTION

In recent years, along with the elasticity in cloud 
computing, the issue of flexibility in resource allocation 
for the operation of SFCs has also been the subject of 
concern. Especially, in the context of SFCs, it is always 
necessary to adjust to changes in tenant requirements. 
However, whereas most surveys are paying attention to 
resource allocation at the SFC’s initialization, there is no 
overall picture of resource reallocation during the SFC’s 
operation due to the dynamicity of requests from users, 
although this problem has become a hot trend in the 
last several years, as we will point out in sub-section 2.3.

In this paper, we focus on studying aspects related 
to dynamic resource reallocation to elements of SFCs 
during the operation of SFCs to meet the flexibility of 
end-user needs.

The main contributions of this survey are summa-
rized as follows:

•	 An overview of NFV-enabled systems is presented, 
as well as a clarification of the scale issue encoun-
tered when operating virtual functions.
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•	 We review and analyze the most recent work in 
dealing with the SFC scaling problem based on 
four aspects: The problem that the project tries to 
solve, the proposed solutions of the authors, the 
measured parameters in the research, and the ex-
perimental results. We also point out several defi-
ciencies of existing research.

•	 Finally, according to the analysis results, we sum-
marize existing solutions using a comparison table. 

Since this comparison, we offer and explain in de-
tail some potential research directions in this field.

The rest of this paper is organized as follows: We ana-
lyze the background of NFV in Section 2, including NFV 
architecture and the scaling problem in the operation of 
SFCs, and then we briefly describe most recent works in 
the field. Previous efforts are summarized based on spe-
cific criteria and recommend several promising avenues 
in the field in Section 3. Section 4 concludes our work.

Fig. 2. An example of an SFC [12]

2. baCkgROUND aND RELaTED wORk

2.1. NFV aRCHITECTURE

Network Function Virtualization is a network archi-
tecture where network functions are managed and de-
ployed on hosts (physical computers, virtual machines, 
or containers) instead of traditional dedicated physical 
devices. Virtualization technology plays a key role in 
NFV, in which physical resources (e.g., compute, stor-
age, network) are abstracted by hypervisors before al-
located to upper layers. Figure 3 depicts the NFV archi-
tecture model consisting of the components as follows:

The NFV Infrastructure (NFVI) block consists of:

The hardware and software infrastructure that pro-
vides the platform for deploying VNFs. They are: i) serv-
ers that provide compute or storage capabilities [13], 
these servers can be either physical or virtual; ii) net-
work facilities, including connection devices, transmis-
sion media, and network cards.

The virtualization layer is right above the hardware re-
sources for the purpose of abstracting the underlying 
physical resources to create virtual resources. Therefore, 
this layer is also called a hypervisor. Currently, there are 
several well-known hypervisors on the market, such as 
KVM, Microsoft Hyper-V, ESXi, Xen, etc.

Virtualization infrastructure is virtualized resources 
that are abstracted by the hypervisors. It includes vir-
tual compute (i.e., CPU), virtual storage (i.e., RAM), 
and virtual network (i.e., bandwidth). These resources 

mainly constitute a virtualization environment to im-
plement VNFs.

VNF layer: This layer plays a vital role in the NFV 
system. In this layer, network functions are deployed 
on virtualized resource platforms as software. VNFs 
perform network functions such as NAT, firewall, load 
balancing, etc., replacing traditional physical devices 
in the network. Each VNF may consist of one or several 
VNF Components (VNFC), which are orchestrated by 
the corresponding Element Management (EM). EM col-
lects information about the operation of VNFs to pro-
vide to the VNF manager (VNFM). The set of EMs will 
make up an Element Management System (EMS). The 
market for VNFs is highly tremendous, including some 
notable names such as Suricata for IDS, HAproxy for 
load balancers, Open vSwitch for switches, etc.

The Management and Orchestration (MaNO) 
block is a constituent of three sub-blocks:

Virtualization Infrastructure Manager (VIM): VIM man-
ages and coordinates the virtualized resources of the 
system.

VNF Manager (VNFM) is responsible for managing 
VNFs, including: i) VNF Lifecycle Management (LCM); 
ii) VNF configuration management of the configura-
tion parameters of a VNF/VNFC; iii) VNF information 
management for the value changes of VNF-related 
indicators; iv) VNF Performance Management (PM); v) 
VNF Fault Management (FM). VNFM can be deployed to 
manage a single VNF or a group of VNFs.
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NFV Orchestrator (NFVO) in-charges of: i) handling the 
lifecycle management of NSs and their constituents; ii) 
NS performance measurements and NS fault manage-
ment; iii) onboarding and management of Network 
Service Descriptors (NSDs) (detailed in Section 2.3); iv) 
onboarding and management of PNF Descriptor ar-
chives; v) onboarding and management of VNF Pack-
ages; vi) management of software images.

Operation Support System/Business Support System 
(OSS/BSS) is a system that supports the operation of the 
NFV system by interacting with operators and customers.

2.2. SCaLINg IN NFV

To complete a service request from a client, VNFs are 
logically connected to form an SFC. For example, traf-
fic in a video conference session may need several net-
work functions such as load balancing, video encoding, 
HTTP services, etc. Fig. 2 depicts an example of an SFC. 
In this example, traffic from end point A to end point 

B must be handled by three network functions, VNF 1, 
VNF 2, and VNF 3. A combination of three VNFs in this 
order forms an SFC.

To implement an SFC, the controller needs to deter-
mine a forwarding graph, which is called VNF Forward-
ing Graph (VNFFG) based on the physical forwarding 
graph between physical nodes. The mapping of physi-
cal network forwarding graph and SFC is depicted in 
Fig. 4. In which, to form an SFC from user U1 to user 
U2 consisting of 3 VNFs in sequence: E ⟶ B ⟶ A, a 
virtual path will be constructed, starting from U1, pass 
through server 1, server 3, and server 4 in the cloud en-
vironment, before reaching U2 at the end of the path. 
Each server serves as a physical node for VNFs, and we 
must be aware that they can reside in different data 
centers and belong to multiple service providers. The 
path between the physical nodes is called a physical 
link, whereas the connection of ordered VNFs: E, B, and 
A is called a virtual link. An SFC is the constitution of 
VNFs and VLs.

Fig. 3. NFV reference architecture [14]

Because user demands are constantly changing, ten-
ants may have to increase or decrease their service re-
quests by changing the volume of traffic or the quality 
of service while using the network service. Due to this 
variability, during the operation of the SFC, VNFs and VLs 
can be overloaded and need more resources or under-
loaded and need to be revoked resources to adapt to 
the change and to use efficiently the resources of serv-
ers and links. This leads to a phenomenon called 'scaling'.

Scaling in SFC is the term for VNFs and VLs that 
need to add/release resources (scaling up/down) [15] 
or need to add/delete the instances of VNFs (scaling 

out/in) [16], [17] as shown in Fig. 5. These concepts of 
scaling up/down (Fig. 5b) or scaling in/out (Fig. 5c) are 
also known as vertical scaling and horizontal scaling, 
respectively. For more detail, in Fig. 5b, VNF B requires 
more virtual resources (i.e., vCPU, vRAM) to handle larg-
er volumes of traffic flows and the node hosting this 
VNF will grant more after checking its remaining capac-
ity. Similarly, when the volume of data flow decreases, 
VNF B will return redundant resources to the physical 
node to enhance resource utilization. Horizontal scal-
ing is depicted in Fig. 5c, which means that to deal with 
the increase in ingress data flow, other replicas of VNF B 
are deployed on other nodes and the traffic will be split 
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in a certain ratio to be transmitted to all instances of 
VNF B. Figure 5d illustrates migration. It is a term refer-
ring to the movement of VNFs from one server to an-

other. In this situation, the current instance of VNF B is 
terminated and the virtual link from VNF A to VNF B will 
be rerouted to other instances of VNF B on other nodes.

Fig. 4. A mapping of physical network and Service Function Chain [4]

(a) (b)

(c) (d)

Fig. 5. VNF scaling models. (a) Service Funcion Chain, (b) Vertical Scaling,  
(c) Horizontal scaling, (d) Migration

To conclude, to guarantee the normal operation of 
NSs, controllers may need to: i) allocate more resources 
to VNFs participating in SFCs in case of scaling-up; ii) 
release resources granted to VNFs when scaling-down; 
iii) deploy more VNF instances on other servers and 
then split traffic flow with a determined proportion to 
pass through these instances in case of scaling-out; iv) 
delete VNF instances on idle servers to save resources 
in case of scaling-in; v) delete VNFs from resource-
starving servers and deploy them on other servers 
that have enough capability, then re-direct the traffic 
flow to a new server in case of migration; and vi) no 
scale. Together with VNFs, VLs are also impacted. VLs 
that connect to and from the scaled VNF also need to 
be adjusted bandwidth to adapt with an increment or 
decrement of the VNF. Additionally, horizontal scal-
ing and migration also occur when VLs between VNFs 
starve resources. In that case, VNFs related to those VLs 
also need to be deployed in other servers to reduce the 
amount of traffic across overloaded VLs.

In NFV systems, management operations take place 
in the MANO block. VIM is responsible for receiving 

virtual resources from hypervisors and granting them 
to VNFs, whereas VNFM performs activities to manage 
VNFs, including initializing and terminating VNFs. Dur-
ing the process of creating VNFs and constructing SFCs, 
the initial resource requirements of VNFs are declared in 
the VNF Descriptor (VNFD), as described in subsection 
2.3. These initial resource indices, along with operational 
system metrics such as transmission latency, data traffic, 
etc., serve as input factors for scaling-related decisions 
such as triggering scaling events, requesting additional 
resources, etc. For example, on the OpenStack open-
source platform, Tacker runs as MANO and is executed 
on controller nodes to deploy and coordinate NFV-relat-
ed tasks such as VIM registration, VNF creation, SFC con-
struction, and resource allocation/reallocation.

2.3. SFC SCaLINg SOLUTION

One of the objectives of organizations when imple-
menting NFV-enabled networks is to optimize the re-
source utilization of the system. The resource allocation 
problem in NFV is divided into three stages during the cre-
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ation of the network system [5], including: i) considering 
the constraint between VNFs in the SFC chain (VNF chain 
composition problem); ii) determining the best place for 
the deployment of VNFs on physical servers (VNF Embed-
ding problem); and iii) scheduling VNFs operations (VNF 
Scheduling). Previous works emphasized these stages 
[18], [19], [20], [21], [22]. Some papers took into account 
the flexibility factor when allocating resources for VNFs 
during deployment to ensure a minimum amount of re-
sources for the operation of VNFs [23], [24], [25].

The appropriate resource allocation solution must be 
determined during the system deployment and service 
chain initialization stages. However, resource realloca-
tion during system operation and SFC implementa-
tion should also be considered. SFCs must be added/
released resources for a variety of reasons, including 
failures, security concerns, and changes in user needs 
during operation. In case of force majeure, it may be 
necessary to move one or some VNFs to another server 
to avoid service disruptions. In recent years, many re-
searchers have begun to pay attention to the problem 
of scalability of VNFs (as well as VLs) and flexible re-
source reallocation for the operation of the SFC.

Hui et al. proposed a model to increase the success 
rate of scaling by developing an algorithm called Elas-
ticNFV based on two main ideas: i) allocating more 
vCPU and vMemory to VNFs when needed; ii) in case 
there are not enough resources to grant more, move 
the VNFs to other servers [26]. ElasticNFV provides a 
Two-Phase Minimal Migration (TPMM) algorithm to 
minimize the migration time and embedding cost of 
VNF replicas. The experimental results showed that the 
TPMM algorithm outperforms two previous solutions, 
Sandpiper [27] and Oktopus [28], in terms of migration 
time and cost. At the same time, in a small test bed, Elas-
ticNFV also achieved better resource utilization than 
FreeFlow [17]. The proposed algorithm is fine-grained 
when combining vertical scaling and migration to have 
efficient utilization of resources, a short scaling period, 
and a fast response time. However, the work can be im-
proved by leveraging horizontal scaling. In which the 
controller can replicate more VNF instances and then 
tear the traffic to pass through both the current VNF in-
stance and its new replicas.

The article [29] offered a mechanism called ENVI (Elas-
tic resource Flexing for Network function VIrtualiza-
tion) that uses both features at the VNF level and infra-
structure level to construct a machine-learning-based 
decision engine that can detect VNFs that need to be 
scaled. This mechanism continuously collects informa-
tion about VNFs and their resource utilization, then it 
is fed to train a neural network. The evaluation shows 
that the neural network model outperforms other clas-
sification models such as decision tree, random forest, 
and logistic regression, with measures of accuracy, pre-
cision, recall, Receiver Operating Characteristic (ROC), 
and Area Under ROC curve (AUROC) and therefore can 
be a promising approach for scaling detection.

Zhao et al. [30] presented a model that considers the 
resource utilization of physical machines and the trans-
mission delay of SFCs in response to the scaling out of 
SFCs. This model begins by continuously collecting in-
formation about the resource usage of the SFC, com-
paring it to a predetermined threshold, and deciding 
whether to scale in or out. VNFs in the scale-in list will 
be turned off to save resources, and the algorithm will 
prepare specifications for VNFs in the scale-out list to 
deploy them on other servers. The proposed algorithm 
proves that it brings about better physical machine re-
source utilization and transmission delay in comparison 
with traditional greedy algorithms. However, whereas 
the main idea of the algorithm is to migrate resource-
starving VNFs to other nodes, scaling problems are af-
fected by many complicated factors and can be sophis-
ticatedly treated with other scaling models such as verti-
cal scaling and horizontal scaling before migration.

The paper of Toosi et al. [31] dealt with techniques 
to solve resource utilization problems of SFCs using a 
resource threshold and the algorithm based on this 
threshold to decide whether the resources of the chain 
need to be augmented or reduced or not. To evaluate 
the performance of the solution, the authors defined 
two baselines: NoScale-Min represents the perfor-
mance parameters of the system when the amount of 
resources is set as the initial value of the system, and 
NoScale-Max represents system parameters when pro-
viding maximum resources and assuming that Service-
Level Agreement (SLA) violations never occur. What 
both baselines have in common is that they represent 
the performance statement of the system if the system 
is not scaled. Experimental results show that the Elas-
ticSFC algorithm brings the SLA violation rate and the 
average response time of the requests close to that of 
NoScale-Max while saving resources by dynamically al-
locating resources based on workload. The migration 
phase is simply performed by finding the closest node 
to the traffic flow to deploy new VNF instances. This can 
be improved by implementing VNF replacement with 
an optimized VNF placement mechanism.

Dong et al. proposed a hybrid solution called HSM 
(Hybrid Scaling Method) [32]. The method allows to in-
crease the success scaling rate of SFC by applying the IVS 
(Improve Vertical Scaling) algorithm to the server host-
ing that VNF and the virtual links connecting to that VNF 
when the required resource at a time exceeds the re-
source provided according to SLA. If this allocation fails, 
the IHS (Improve Horizontal Scaling) technique will be 
used to generate a new instance of that VNF and deploy 
it to another server. To lower scaling failure ratios, the IVS 
algorithm combines vertical scaling with traffic splitting, 
which supplies bandwidth for the increased bandwidth 
demand of virtual links by utilizing additional physical 
links. Experimental results showed that, compared to 
ElasticNFV [26] and ElasticSFC [31], the HSM method 
brings about superior success scaling rates with lower 
resources. However, in this article, the authors assumed 
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that the substrate system is secure without any attacks 
or failures of the network’s elements. This may not reflect 
the real-world system. Additionally, the proposed hori-
zontal scaling mechanism is an approach that is close 
to migration when creating new VNF instances and re-
directing the traffic flow to those instances instead of 
replicating instances and splitting traffic to pass through 
both the current VNF and its new replicas. The HSM algo-
rithm can be refined by tearing data flow to pass to new 
replicas of VNF before creating new VNF and rerouting 
the traffic flow as IHS does.

Cao et al. proposed a dynamic resource allocation 
mechanism that allows adjusting the operation of SFCs 
to guarantee the NS provision for end users in case the 
hardware infrastructure (node or link) fails [33]. This 
minimizes service interruptions in NFV-enabled ve-
hicular networks. Nevertheless, although the project 
focuses on the flexible resource allocation problem, 
the authors did not mention the changes in resource 
demand for services. Therefore, they ignored vertical 
scaling and horizontal scaling.

In practice, network topology may change continu-
ously over time because of adding or removing VNF in-
stances. Eliminating changes in the network topology 
is a good way to reduce costs. Yifu et al. [34] proved that 
VNF scaling is an NP-hard problem. Then, the authors 
proposed an online algorithm to assist the VNF hori-
zontal scaling problem, which includes two parts: The 
first part is a forecasting model based on Fourier series 
to mitigate frequent updates to the network topology, 
and the second is an algorithm to place the right VNF 
instance. The experimental results show that the ap-
proach can save 20% of costs while retaining perfor-
mance parameters.

Rankothge et al. presented a framework based on 
metaheuristic Iterated Local Search (ILS) for autono-
mously reallocating resources to three scaling models 
(vertical scaling, horizontal scaling, and migration) [35]. 
The results of the experiment show that the proposed 
framework can return an optimal solution in several 
milliseconds, whereas Integer Linear Programming 
(ILP) might take some minutes to converge. The au-
thors also explored how optimization is affected by the 
different scaling models and the optimization goals, 
then proved out that adopting only vertical scaling 
should be avoided and horizontal scaling is a method 
that trade-offs between CPU resources, system instabil-
ity, and accepting more scaling requests.

The paper of Houidi et al. [36] focused on solving the 
VNFFG extension problem during SFC’s operation. That 
is, tenants are likely to add more network functions or 
new forwarding paths into their services as demands 
arise and as their consumer base and profiles evolve. 
To maximize the number of extended requests while 
maintaining the stability of the original system and to 
avoid service disruption with a minimum execution 
time, the authors first addressed the problem through 
an ILP model, which can bring good performance in-

dexes in reasonable problem sizes, as a baseline to 
evaluate proposed heuristic algorithms (e.g., a Steiner 
Tree-based algorithm and an Eigendecomposition 
based algorithm). The Steiner Tree is proven to be the 
best solution for the VNFFG extension problem as it ar-
chives high successful extension ratios with an accept-
able execution time for large scales. The Eigendecom-
position algorithm can bring smaller execution time in 
high connection environments.

To get close to the real world, the project [37] takes 
into account the concurrent operation of multiple 
SFCs. In which, a VNF instance can join more than one 
SFC simultaneously. When migration occurs, SFCs con-
stituted by these VNF instances may be affected. With 
the objective of reducing end-to-end delays for all af-
fected SFCs while guaranteeing network load balanc-
ing after migration happens, Li et al. first formalized the 
VNF instance migration and SFC reconfiguration prob-
lem using a mathematical model. Finally, the authors 
proposed a multi-stage heuristic algorithm based on 
optimal order to solve the problem. The heuristic al-
gorithm has three stages: i) determining the order of 
VNF instances to migrate. In which, the VNF instances 
that less affect SFCs can be prioritized to migrate; ii) 
determining the candidate nodes to migrate to; iii) 
calculating the minimum influence requirement and 
making decisions on migration. The results show that 
the proposed algorithm can reduce the average delay 
of 16% to 25% for various scale networks while main-
taining the balance of network load. In the same vein, 
the study [38] focuses on utilizing multipath routing 
to distribute network traffic more efficiently, thereby 
improving network performance and reliability. By im-
plementing multipath routing in NFV, the authors aim 
to address congestion issues and optimize resource 
utilization across the network. The proposed solution 
demonstrates significant improvements in balancing 
the load across multiple network paths, leading to en-
hanced overall system performance.

While most studies cannot achieve optimization in 
both efficiency and scalability, Yu et al. [39] developed 
a hybrid technique to address vertical and horizontal 
scaling, with the goal of providing an optimum solu-
tion in large-scale systems. By determining use cases 
for a specific scaling approach, the study pointed out 
that the priority rules for scaling method selection can 
be based on the comparison from six aspects, the re-
sults are: Vertical scaling can bring more efficient re-
source utilization than horizontal scaling; the scaling 
period of vertical scaling is smaller than horizontal scal-
ing; vertical scaling has faster response time than hori-
zontal scaling; for compatibility, horizontal scaling has 
more advantages than vertical scaling because some 
VNFs cannot improve their performance by granting 
more resources; horizontal scaling has better scalability 
than vertical scaling because vertical scaling is limited 
to physical machine capacity; two scaling methods 
have similar performance in robustness. According to 
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the above comparison, the authors conclude that verti-
cal scaling has a higher priority than horizontal scaling. 
The experimental results showed that the proposed 
approach has acceptance ratios and resource utiliza-
tion better than FreeFlow [17] and ElasticNFV [26]. 

In large network systems, the paper [40] considered 
the flexibility of VNF deployment and SFC orchestration 
based on network conditions. Besides the dynamic-
ity of user requests, VNFs themselves can also modify 
the traffic amount during their execution. To minimize 
resource costs while satisfying VNF dependency and 
traffic volume scaling, Zeng et al. proposed a heuristic 
approach named TAIVP (Traffic Aware and Interdepen-
dent VNF Placement) consisting of three components: 
i) the SFC construction component is used to construct 
SFC with the lowest network resource cost while ensur-
ing the constraint of the VNF dependency; ii) the path 
planning function determines a shortest path from 
source to destination based on the A-star algorithm; 
iii) and the SFC embedding function places VNFs on 
nodes based on the order of VNFs in the SFC and the 
discovered shortest path. The results reveal that the 
TAIVP algorithm can reduce network costs by 10.2% 
and increase the acceptance ratio of service requests 
by 7.6% on average. However, there are still some limi-
tations to the project. The authors did not consider the 
delay of the service requests, which is an important fac-
tor in NFV. Additionally, the heuristic algorithms cannot 
provide a solution that is close to the optimal one.

ETSI defined a framework, namely NSD (NS De-
scriptor) [41], that is integrated inside the NFV MANO 
block for automatic detection of resource requirement 
changes. The key concept is that developers will define 
a discrete set of Instantiation Levels (ILs) for NS (NS-ILs), 
which NSs can be resized to during their lifecycle. The 
similarity for VNF-ILs and VL-ILs are found in VNF De-
scriptor (VNFD) and VL Descriptor (VLD), respectively. 
This framework can reduce the work for scaling re-
search when they do not need to care about how to 
detect scaling events but only need to focus on devel-
oping solutions to deal with them. Adamuz-Hinojosa 
et al. analyzed how ILs are designed in NSD [42]. The 
authors also figured out how the scaling requirement 
of NSs, VNFs, and VLs can be triggered automatically by 
using NS-ILs, VNF-ILs, and VL-ILs, respectively.

In QoS enhancement, guaranteeing end-to-end reli-
ability is a crucial factor. NFV-enabled networks are vul-
nerable due to frequent hardware and software errors. 
These hazards can come from many reasons, such as 
server failures, broken links, software errors, cyberat-
tacks, etc. There are a number of projects that pay at-
tention to this issue.

In order to ameliorate system reliability when failures 
happen, the paper [43] introduced a novel redundan-
cy scheme while considering the VNFFG structure to 
avoid over backup and the utilization reduction of the 
underlying resource. The key concept of the solution is 
to place backup VNFs on high-reliability nodes. From 

the simulations, the proposed mechanism can cut 
down the backup cost by up to 46% and keep high ac-
ceptance ratios with respect to the existing algorithms.

Liu et al. in the paper [44] proposed a Mixed Integer 
Linear Programming (MILP) to address the reliability‐
aware service chaining mapping problem and an on-
line algorithm based on the joint protection redundan-
cy model and backup selection scheme to improve the 
acceptance ratio of service requests while minimizing 
the consumption of physical resources. The main con-
cept is to find an efficient mapping strategy for each 
SFC while maintaining constraints with two main steps 
for two mapping schemes: The primary scheme is the 
mapping of VNFs along the shortest path from ingress 
to egress nodes, the backup scheme is the mapping of 
redundant VNFs that can be used when any element 
in the SFC fails. The proposed novel online learning al-
gorithm optimizes the management cost and service 
reliability while maintaining capacity and reliability 
constraints with the acceptability of delay. 

Additionally, the Q-learning is adjusted to select back-
up VNFs in the chain. The results show that the proposed 
approach can significantly enhance the service request 
acceptance ratio while reducing resource consumption 
in comparison to two other backup algorithms.

To detect SFC failure in real-time, the paper [45] pro-
posed a mechanism to jointly recover failures, prevent 
faults, and manage resources efficiently. In the article, the 
authors attempt to optimize the probability of failure in 
networking equipment in the case of changes in network 
topology. The issue is mathematically formulated as an 
optimization problem called the Optimal Fog-Supported 
Energy-Aware SFC rerouting algorithm (OFES). The pro-
posed mechanism called Heuristic OFES (HFES) includes 
a near-optimal heuristic to solve the OFES problem in 
polynomial time by guaranteeing that the probability of 
fault is always less than a pre-defined threshold. The simu-
lation results point out that the average failure probability 
of HFES is up to 40% higher than OFES.

In recent years, Artificial Intelligence (AI) has attract-
ed a lot of attention from the public. Researchers have 
started to use machine learning algorithms to solve SFC 
scaling issues. Jing et al. [46] designed a Long Short-
Term Memory (LSTM)-based algorithm for predicting 
user demands. Based on predicted results, the authors 
proposed a proactive method to deal with the vertical 
and horizontal scaling problems of VNFs. The project 
[15] also used an online machine learning algorithm to 
predict upcoming user traffic, then proactively assign a 
new instance of VNF and reroute the data flow with few-
er resources. The research of Namjin et al. improved the 
Graph Neural Network (GNN) architecture and utilized a 
few techniques from other domains, such as image pro-
cessing and natural language processing, to efficiently 
obtain a node representation of networking information 
for the VNF placement problem [47]. Therefore, the pro-
posed method can be more effective in solving the VNF 
deployment problem for the scaling-in.
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Table 1. Approaches and methods of existing works

Research approach Scaling model Migration Failure

[15] To use an online learning to proactively predict upcoming traffic demands. Then efficiently 
create new instances of VNFs and provide optimal route for service chain. None  

[17] Splitting data flow to perform load sharing between VNF instances. Horizontal scaling   

[26] To use existing Kernel-based Virtualization Machine (KVM) techniques to perform dynamic 
resource allocation and a TPMM algorithm for optimizing migration cost. Vertical scaling  

[30] Turning off VNFs that do not use up resources and deploy VNFs that need to be scaled out on 
another server. None  

[31] To release/grant more computing resources for VNFs, bandwidth resources for virtual links. Both  
[32] Considering vertical scaling and horizontal scaling to achieve a higher success scaling rate. 

Split the data stream to share the load among VNF instances. Vertical scaling  
[33] Reallocating the deployment location of the element (VNF or virtual link) on the faulty device. None  
[34] Forecasting service request changes based on the Fourier Series to reduce the frequency of 

network topology changes. Horizontal scaling  

[35] To use a framework based on metaheuristic Iterated Local Search (ILS) to automatically 
reallocate resources to three scaling models. Both  

[36] Optimizing the number of extended requests with an acceptable execution time when there 
are changes in constituents of SFC by ILP model and two heuristic algorithms. None  

[37] To use a multi-stage heuristic algorithm based on optimal order to handle migration problem 
with participating of a VNF in multiple SFCs simultaenously. None  

[39] To determine the priority of scaling method in deadling with scaling events to have optimal 
solution in large scale networks. Both  

[40] To use a heuristic approach to construct SFCs and place VNFs with considering the VNF can 
change volume of traffic flow itself. None  

[43] Placing backup VNFs on high-reliability nodes. None  
[44] Determining two VNFs mapping schemes for normal operation and for failure use cases. None  
[45] To ensure that the fault probability is always less than a threshold. None  
[46] Proposing an algorithm base on LSTM to predict user demands. Then solve VNFs vertical and 

horizontal scaling problem base on predicted results. Both  

[47]
To adapt the GNN architecture and use a few techniques to obtain a better node 
representation for the VNF deployment task. Therefore, proposed approach can help to solve 
scaling-in and out of VNFs.

Horizontal scaling    

[48] Defining a MILP model for the problem of resilient SFC to be able to recover from a failure. None  

3. DISCUSSION

3.1. SUMMaRy

To provide an overview picture of dealing with the SFC 
scaling problem, in this section, we briefly summarize the 
existing studies based on the following criteria: Approach 
and scaling model. From the reviews in sub-section 2.3, 
we realize that most projects tend to ignore migration 
scaling, while this method has its own advantages. There-
fore, we involve the problem of migrating SFC elements in 
this comparison for an adequate view. That is, we will ex-
amine whether the study considers the migration phase 
of the VNFs or not. We are also interested in failure situ-
ations. Did the research take into account the possibility 
of system failure? Because reliability plays a vital role in 
satisfying QoS, especially in the current context, where 
network compromises cannot be ignored [51].

In Table 1, we are involved in many articles coming 
from various purposes, although we want to focus on 
the scaling problem. This is because while reviewing 
current work, we realize that, aside from solving the 
SFC scaling issue, there are a number of studies that in-
volve aspects that are close to the scaling. For example, 
the paper [36] considers the addition of VNFs into SFC 
instead of granting more resources or changing the 

embedding of VNFs. To have a deep view of guarantee-
ing the reliability of the NFV-enabled system, we exam-
ined the roles of the failure factor in the SFC operation, 
then we found that most studies treated failure-related 
factors at the initialization of SFC [44], [45]. The authors 
tried to enhance reliability at the VNF placement stage 
and ignored failures during the execution of SFCs. That 
means failures are underestimated in the SFC scaling 
problem. We can also see that, in terms of scaling strat-
egies, the majority of the listed research only tackles 
the problem using a single scaling model.

3.2. EMERgINg RESEaRCH CHaLLENgES

Thanks to the interest of researchers, in recent years, 
the issue of flexible resource reallocation for the SFC 
has achieved significant improvements. According to 
our investigation, various features of dynamic resource 
reallocation in NFV may need to be further exploited. 
This section covers potential future research directions 
that need to be explored in the development of NFV.

Taking advantage of the elasticity of the Cloud

Since virtualization technology, servers can be de-
ployed as containers (e.g., Docker). In this case, applica-
tions can be deployed and destroyed in milliseconds [49]. 
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In horizontal scaling or migration scaling, the controller 
needs to deploy new VNFs on other servers in the system 
to satisfy scaling demands. This action is close to the VNF 
placement problem [30], [47], while most of the existing 
works are trying to place VNFs on running servers, then 
chaining these VNFs to initialize SFC without considering 
the flexibility of the cloud environment. Because the time 
to deploy and destroy VNFs on servers can be very short, 
when there is an SFC that needs to be deployed or scaled, 
the controller will select the appropriate nodes, and then 
deploy the VNFs to those hosts instead of selecting exist-
ing VNFs on nodes. Simultaneously, every node that does 
not participate in any SFC will be turned into idle mode 
to save energy and maximize the remaining volume of 
resources. Nevertheless, in the case of multiple types of 
servers collaborating with each other in the NFV system, 
this approach has drawbacks. In this case, the physical 
servers may take time to boot up and initialize the VNF in-
stances. Consequently, the total convergence time of the 
SFC construction process may become longer and may 
even create bottlenecks in the system.

Considering all scaling models simultaneously

As demonstrated in Table 1, previous studies have 
evaluated one or more models when scaling events 
occur. Nonetheless, the authors tend to deal with the 
problem by a single scaling method. For example, ar-
ticles [17], [34], [47] only leverage horizontal scaling to 
deal with the increase in traffic volume. This is a coarse-
grained approach that may lead to a decrease in re-
source utilization and successful scaling ratio. In the 
paper [39], Yu et al. examined three scaling models and 
concluded that to deal with scaling events, the priority 
of vertical scaling is highest, followed by migration and 
horizontal scaling. Therefore, involving various scaling 
models can bring about more fine-grained solutions 
and could make important contributions to resource 
optimization for NFV operations. However, incorporat-
ing many constraints and input factors into a single 
problem may cause an increase in the complexity of 
the algorithm, while the nature of the optimization 
problem is trading off objectives and dependencies 
such as maximizing system performances while mini-
mizing resource consumption.

Using machine learning to solve SFC scaling

As mentioned in Section 2.3, in recent years, many 
researchers have paid attention to using machine 
learning algorithms to solve the SFC scaling problem. 
AI has gained many achievements in image process-
ing, text processing, etc. In NFV, it has been adapted to 
solve the VNF placement problem [50], VNF forwarding 
graph embedding problem [22]. Deep learning and re-
inforcement learning algorithms also joined to handle 
scaling problems in SFC [15], [47], [46], [48] and got 
highlight results. Therefore, adjusting more advanced 
machine learning algorithms will be a future approach. 
However, the accuracy of machine learning models is 
determined by various factors, including the quality of 
the training data, the effectiveness of the algorithm uti-

lized, and the dataset size. Whereas data flow and on-
line behaviors are complex, diverse and unpredictable. 
As a result, these approaches may have a certain ratio 
of wrong decisions such as triggering scaling events at 
the inappropriate time.

Flexible resource allocation in the event of failures

As figured out in Table 1, most scaling-related stud-
ies did not take into account system failures, includ-
ing software errors and infrastructure crashes, while 
the availability of NSs must be continuously guaran-
teed. Therefore, when errors occur, the system needs a 
mechanism to react to these failures. According to re-
views in sub-section 2.3, there are a number of projects 
involving system failures in order to maintain reliability. 
However, most authors mitigate faults by implement-
ing strategies at the SFC initialization. That means they 
ignore fault-related factors during SFC execution. Note 
that these failures can come from errors at many lev-
els (e.g., in physical servers, in virtual servers, VNF er-
rors, etc.) and for many reasons. Therefore, besides the 
approach of mitigating failures at the initializing SFC 
stage, considering failures when measuring SFC scaling 
problems can improve system reliability.

4. CONCLUSIONS

Network Function Virtualization is a promising field. 
NFV research has grown exponentially in recent years. 
In which, the problem of optimizing resources for 
NFV operation is the focus of attention. In this paper, 
we provide a picture of a narrow field in resource op-
timization. We cover the basics of NFV and scaling in 
the operation of SFCs. We also present a taxonomy of 
recent studies in the field of solving SFC scaling dur-
ing its operation. Comparisons of existing works show 
that there were several inadequate aspects to consider 
in researching the scaling of the SFC. Finally, we offer 
some bright directions for the future to deal with re-
source reallocation in the operation of network servic-
es to adapt to the dynamic demands of users.
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