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ABSTRACT
The topic of load balanced task scheduling has emerged as a prominent and intricate area of
studywithin the realmof Cloud computing. Swarm intelligence-basedmeta-heuristic algorithms
are commonly considered more suitable for the purposes of Cloud scheduling and load bal-
ancing. These algorithms employ a combination of local and global search strategies in order
to ascertain the ideal location. To achieve an optimal mapping strategy for task allocation to
resources, it is imperative to find a suitable equilibrium between local and global search tech-
niques, since this approach has demonstrated significant efficacy. This research introduces a new
approach to task scheduling using the Autodidactic Interactive School Optimization Algorithm
(IASOA). The objective of this method is to decrease the time required for job execution while
also enhancing throughput. The assessment of the suggestedmethodology has been executed,
and a comparative analysis has been performed with five established algorithms in relation to
makespan and throughput. The tests were subsequently extended to encompass a comparative
analysis of the suggestedmethodology alongside four other establishedmeta-heuristic schedul-
ing methodologies. The study of the simulated experimentation reveals that the proposed
approach yielded noteworthy advantages in makespan and throughput, with improvements of
up to 10% and 60% respectively.
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1. Introduction

Cloud computing is an emerging approach within the
information technology (IT) sector that facilitates the
delivery and management of hardware and software
resources via the Internet. The virtualization technol-
ogy is the primary catalyst for the cloud computing
paradigm, since it enables the resources within the
cloud system to exist in a virtualized state. Within the
cloud platform, users have the ability to rent various
computer resources, including storage, memory, CPU,
apps, and development platforms, through network
connectivity.

The scheduling of tasks and resources is a critical
and complex undertaking within the realm of cloud
computing. When end-users submit tasks, also known
as user requests, to the cloud system, these requests
undergo processing by a scheduling algorithm. Subse-
quently, the requests are allotted to the virtualmachines
(VMs) that are currently available. The objective of task
scheduling is to optimize the utilization of resources
and improve job execution. Task scheduling is a prob-
lem inmulti-objective optimization that falls within the
category of issues classified as non-deterministic poly-
nomial (NP) hard. Approximation methods are com-
monly employed for tackling problems of this nature.

In the context of task scheduling in cloud com-
puting, approximation methods, such as metaheuris-
tics, have the ability to identify an optimal solution
or a solution that closely approximates the optimum
within a reasonable timeframe. These approaches con-
sidermultiple performance parameters, including com-
pletion time, cost, resource utilization, and other fac-
tors that collectively impact the overall quality of ser-
vice (QoS) experienced by end-users. In recent times,
the research community has shown significant inter-
est in bio-inspired metaheuristics owing to its notable
resilience and effectiveness. Swarm intelligence, a cate-
gory of population-based techniques, stands as a signif-
icant representationwithin the realmof nature-inspired
algorithms.

These methods replicate the collective ordered
behavior of a group of organisms in nature, without
the presence of any centralized coordination compo-
nent. Swarm algorithms exhibit distinct characteristics
of randomization, and their search process is facilitated
through the utilization of two mechanisms, namely
exploitation (intensification) and exploration (diversi-
fication). During the exploration phase, the algorithm
conducts a comprehensive search of the whole search
space, while in the exploitation phase, it focuses on
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doing localized searches in the vicinity of the existing
optimal solutions.

Numerous swarm algorithms are readily accessible
and expounded upon in contemporary computer sci-
ence literature. The benchmark functions [1–3] have
been effectively validated, and numerous implementa-
tions for actual issues that yield exceptional outcomes
are readily accessible. Various swarm algorithms are
available in the existing literature [4–7]. Swarm algo-
rithms have been applied in various domains, including
classification and feature selection [8,9], and localiza-
tion [10]. Furthermore, the literature analysis reveals
that there are several implementations of swarm algo-
rithms in the realm of cloud computing [11–16]. The
objective of the research outlined in this publication
is to enhance a specific case of multi-objective task
scheduling in the context of cloud computing by imple-
menting the IAS algorithm.

The subsequent sections of the paper are struc-
tured in the following manner. Section 2 provides an
overview of the relevant literature. The work that is
being proposed is outlined in section 3. The analysis of
the performance of the proposed work is presented in
section 4. Section 5 encompasses the presentation of the
final remarks.

2. Review of literature

The authors of [17] propose a hybrid load-balancing
approach that combines the methods found in Teach-
ing Learning Based Optimization (TLBO) with the
Grey Wolves Optimization (GWO) method. In order
to accomplish effective load balancing, the suggested
methodology combines the beneficial aspects of the
Grey Wolf Optimization (GWO) and the Teaching-
Learning-Based Optimization (TLBO) algorithms.
This takes into account the time factor as well as the
corresponding cost factor. In addition to this, the use
of this method results in a significant reduction in the
amount of time spent waiting for items in the task
queue. On the other hand, there is not enough care
given to throughput.

In the framework of Cloud Computing, the
researchers referred to in reference [18] have devel-
oped and put into practice a strategy for the scheduling
of work that takes into mind any deadlines that may
be present. The genetic algorithm (GA) was used by
the scheduling system to maximize the amount of time
spent executing tasks and the cost of resources. This
was accomplished by taking into account the degree to
which virtual machine (VM) performance and acqui-
sition latency varied. However, when confronted with
broad and complicated issues, GA have difficulties in
terms of their ability to scale. The current predicament
presents a difficult obstacle. The ability to foresee and
prepare for potential outcomes in the future is referred
to as the “look-ahead” notion.

The Large-scale Genetic Algorithm (LAGA) is a
variation of the GA that has been recommended by
[19] as a suitable strategy for solving the issues given
by large-scale distributed systems, such as Cloud and
Grid computing environments. The LAGA is widely
regarded as a suitable solution for the scheduling of
compute-intensive operations and assuring stability
throughout run-time. This is because LAGA takes into
account the environment in which it is operating. The
methodology that has been suggested involves deter-
mining task orders by taking into account the amount
of time it takes resources in each generation to finish
their work. In the following stage, known as the muta-
tion step, the resource with the highest success rate is
chosen to be mutated. The reliability and reduction in
job failure rate are both included in the objectives of
this strategy’s scheduling. This method, on the other
hand, does not take into account the scheduling criteria
of makespan and throughput.

The authors have presented a Node duplication-
based Genetic Algorithm (NGA), which is a GA
that has been created specifically for multi-processor
heterogeneous systems [20]. This NGA is a genetic
algorithm that was introduced by the authors. The
evaluation and optimization of communication delay
time and application completion time in relation to
assigned resources is the primary focus of the National
Grid Architecture (NGA), which was developed by the
National Science Foundation (NSF). The fitness func-
tion of thismethod is subjected to a process of evolution
that takes place in two stages. The tasks’ appropriate-
ness for the lawful order is taken into consideration
in the process of scheduling those tasks, which may
entail reporting to the system on the status of all other
tasks. In this instance, the legal system is responsible
for organizing a collection of independent responsibil-
ities to be carried out by a single processing unit. At
this stage, the National Geospatial-Intelligence Agency
(NGA) determines whether or not the processor is suit-
able for use by determining whether or not it is able to
complete the task in the least amount of time possible.
The Next Generation Algorithm (NGA) has inherited
from its forerunner, the genetic algorithm, the difficul-
ties associated with scaling up in order to solve large
and complex problems.

An examination of the similarities and differences
between the GA and the Particle Swarm Optimiza-
tion (PSO) approaches was carried out in an earlier
research project that the author carried out [21]. In
order to conduct this research, multiple different test
scenarios were utilized. The empirical evidence reveals
that the GA is outperformed by the PSO method in
the majority of the test cases when comparing the
two algorithms in terms of solution quality and the
amount of computational efficiency achieved. In the
setting of distributed systems, it is argued that the per-
formance of the PSO algorithm is superior to that of
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the GA. This conclusion is based on their experimental
findings.

Gravitational Emulation Local Search (GELS) and
PSO are both incorporated into the task scheduling
technique that was provided by the author in reference
[22]. This method’s goal is to shorten the makespan
while simultaneously increasing the likelihood that all
operations will be finished on time. On the other hand,
there is no concern given to throughput. An investiga-
tion on the job scheduling methods used in the cloud
was carried out by the authors of reference [23] uti-
lizing the PSO method. The authors have organized
the previously conducted research on PSO-based opti-
mization into categories according to the number of
different objectives that needed to be optimized. Both
single-objective and multiple-objective formulations
are included in the classification of PSO algorithms.
The author has come to the conclusion that there is a
requirement for more focus and improvement in order
to achieve balanced scheduling andmeetQuality of Ser-
vice (QoS) criteria, such as makespan, throughput, and
resource utilization. There has been a lack of attention
paid to the consideration and investigation of inertia
weight.

The authors of [24] proposed several meta-heuristic
algorithms, and these algorithms were founded on the
ideas of IRRO (Iterative Random Restart Optimiza-
tion) and CSO (Cuckoo Search Optimization). The
suggested method incorporates the useful aspects of
both CSO and IRRO algorithms, which makes it pos-
sible to take a unified approach to the global and local
search processes. The proposed method also includes
the implementation of a dynamic scheduling frame-
work that goes by the name of the IRRO-CSO based
Dynamic Scheduling Framework (ICDSF). We have
made use of a variety of evaluation criteria, includ-
ing response time, premature convergence, makespan,
and throughput. On the other hand, the application
of ARUR is not considered to be a valid criterion for
assessment.

The authors present a novel method that they refer
to as RTPSO-B in [25]. Thismethod combines the Rang
and Tune based PSO technology with the Bat algorithm
method. The goal of the RTPSO-B method, which is a
modified version of PSO algorithm, is to improve the
efficiency with which jobs are scheduled in systems that
make use of cloud computing. By incorporating the
data localization strategy, this method offers a solution
to the problem of the existing PSO’s excessive iner-
tia weight. The employment of a low inertia weight
makes the local search mechanism easier to operate,
whereas the utilization of a high inertia weight makes
the global search process easier to carry out. The PSO
technique has been incorporated into the Bat algorithm
in order to improve the algorithm’s overall perfor-
mance in terms of optimization. Utilization of Cloud
resources, makespan, and cost are typically included

as primary components of the evaluation parame-
ters for scheduling algorithms. On the other hand,
throughput is rarely taken into consideration during the
review process.

The Integer-PSO algorithm [26] is a variation of the
PSO method that was developed specifically for the
purpose of scheduling work in environments that make
use of cloud computing. The application of Integer-PSO
is appropriate for the optimization of task scheduling
in the Cloud, encompassing both single and multi-
ple objectives. This is because Integer-PSO can take
into account more than one objective at a time. The
Integer-PSO is a solution that has been developed for
the problem of bi-objective optimization. The goals of
this research include determining how long it takes to
complete a task, how much time and money are spent
on calculation and administration, andmeasuring both
of these factors.However, the Integer-PSOmethoddoes
not take into consideration throughput as amain objec-
tive for task scheduling. Instead, it depends on a pre-
determined value for the inertia weight to determine
which tasks should be completed first.

In the research that they conducted, the authors cited
in reference [27] presented amethod for load balancing
that they dubbed Hyper-heuristic. This method makes
use of a honey bee and an improvement detecting oper-
ator. The methodology that has been provided has the
capability to distribute the workload of cloud-based
tasks over several virtual machines in such a way as to
reduce the amount of time that is necessary to finish all
of the chores.

The authors have proposed a Task-oriented Load
Balancing method that they name TBSLB-PSO in their
work [28]. This method makes use of a technique
known as PSO. The TBSLB-PSO algorithm improves
load balancing by using task migration to move jobs
from virtual machines (VMs) that are overloaded to
those that are underloaded. These VMs are known
as “underloaded.” The proposed scheduling method
intends to reduce the workload associated with load
balancing by streamlining the process of work migra-
tion without calling for the shutdown of any virtual
machines (VMs) that are already operating at capacity.

Motivated by these existing works, this article
intends to present an effective task scheduling
algorithm based on IAS algorithm.

3. Proposed task scheduling algorithm

The primary objective of this study is to optimize
the trade-off between power consumption and perfor-
mance to the greatest extent. The algorithms used in
TS can be classified into two categories: deterministic
and non-deterministic. Deterministic algorithms con-
sistently produce the same outcome for a given input,
while non-deterministic algorithms yield varied out-
comes dependent on the decisions made during their
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execution. The proposed work relies on IAS algorithm
and the background of IAS algorithm is presented as
follows.

3.1. IAS Algorithm

The IAS can be classified as a metaheuristic algorithm
that leverages student interactions within an autodi-
dactic classroom setting to yield a globally optimum
solution. The autodidactic educational institution is
founded upon the principle of independent acquisition
of knowledge and does not involve the presence of an
instructor. The IAS, as described in the literature [21],
is a population-based algorithm that comprises excep-
tional individuals and the rest of the student commu-
nity. The students’ knowledge is assessed through their
achieved marks, which in turn can be used to identify
their academic performance. Nevertheless, there is an
ongoing battle within the student community to attain
the position of lead student. Therefore, this algorithm is
founded upon the principles of self-learning, discourse,
and competition in order to achieve a dominant posi-
tion. The representation of the student generation and
their academic success is depicted as follows.

sti = Lbd + ks(0, 1) ∗ Ubd − Lbd
MKi = f (sti)

while(s = 1 : tlstudent);

f (Lds) = Min{Mk}
Here, sti stands for the ith student, Lbd and Ubd

denote lower and upper bounds of the variables, ks(0, 1)
is the random number that lies in between 0 and 1.
tlstudent is the total number of students, MKi is the
respective mark of ith student and Lds is the leading
student.

The algorithm is structured around three distinct
phases, namely individual training, communal train-
ing, and the new student challenge. During the indi-
vidual training session, the student in a leadership role
engages in discussions and imparts knowledge to the
rest of the student community. The collective train-
ing session encompasses a preliminary conversation
regarding the most recent session with the student
community, as well as a troubleshooting session with
the lead students. Through this approach, the pupils’
knowledge is augmented. The new student is presented
with a challenge upon entering the classroom. The
encounter between the new student and the student
lead presents a potential challenge for the latter in terms
of sustaining their leadership position. The aforemen-
tioned process persists till the specified termination
criterion is satisfied.

3.1.1. Individual training session
The training session is conducted by the student leader
in collaboration with the other students. At the outset,

the students are randomly assigned, ensuring that each
student is paired with a minimum of two other pupils.
This discourse enhances the student’s knowledge, with
the extent of knowledge acquisition contingent upon
the student’s level of skill. The representation of this
session is as follows.

Choose a student stj, i �= j

FS∗
s = FSs + ks(1, 2) ∗ (Lds − bcs ∗ FSs)

FS∗
t = FSt + kt(1, 2) ∗ (Lds − bct ∗ FSt)

while(s = 1tolstudent);

Accept FS∗
s and FS

∗
t when better marks

are achieved by FSs and FSt

Here, FS∗
s andFS∗

t are the first and second fellow stu-
dents and the proficiency competence is indicated by
bcs, bct . ks(1, 2) and kt(1, 2) are the vectors in ran-
dom between 1 and 2. The competences are randomly
assigned with value 1 or 2.

3.1.2. Collective training session
Upon the conclusion of the individual training session,
every student is afforded the opportunity to review the
preceding session, engaging in interactive discussions
with fellow group members. During this collaborative
session, the student leader engages in discussions on
various issues with their peers. The collective session
is denoted by the subsequent information.

ClCpst = (ClCps ∗ FSs + ClCpt ∗ FSt)/

(ClCps + ClCpt)

FS∗
s = FSs + ks(1, 2) ∗ (Lds − ClCps ∗ ClCpst)

FS∗
t = FSt + kt(1, 2) ∗ (Lds − ClCpt ∗ ClCpst)

while (s = 1tolstudent);

ClCpst represents the collective capability of the stu-
dent group, which is computed on the basis of student
competency weight. ks, kt are the random vectors and
the collective proficiency competencies are chosen as
either 1 or 2.

3.1.3. New student challenge
This phase enhances the level of exploration, allow-
ing for the replacement of the student lead whenever
a superior student is identified. The representation of
this can be illustrated as follows.

NewS = Lbd + k ∗ (Ubd − Lbd)

AF1 = round(k(0, 1))

AF2 = 1 − AF1
Ld∗

s = AF1 ∗ Lds + AF2 ∗ News

Score more marks than Lds



AUTOMATIKA 163

3.2. Proposed task scheduling

In this context, News refers to the newly enrolled stu-
dent. The initial and subsequent modifying factors are
denoted as AF1 and AF2, respectively. The variable
k(0, 1) represents a random vector ranging from 0 to 1.
Ld∗

s has emerged as the top-performing student in the
class. Therefore, the functionality of the IAS algorithm
is elucidated.

In the proposed algorithm, each student indicates a
unique schedule. Each student represents n subtasks,
starting from 0, 1, 2, . . . , n − 1. Let TK(h) indicate a
group of subtasks with height h. Initially, the subtasks
are assigned to low power consuming processor. How-
ever, when a subtask is about to meet the deadline,
then they are assigned to high performance processor
to get them done faster. Hence, the major objective of
the work is to reduce makespan and power consump-
tion. When a subtask meets its deadline, then a penalty
is issued, which is given by.

Fit = Max(|µ, 100|) (1)

In the above equation, µ is the time missed by the sub-
task with respect to the deadline. Suppose, when the
subtask is accomplished before its deadline, then the
time is added to the points.

Fit = Points + µ (2)

The subtasks with greater fitness value is chosen for
execution and its probability is given by

pi = fit(i)
∑n

j=1 fit(j)
(3)

Hence, this approach takes care for not violating the
precedent constraints andminimizes themakespan and
power consumption. The following section analyses the
performance of the proposed work.

4. Performance analysis

The following part provides an overview of the com-
putational environment utilized for conducting the
simulation. In order to conduct tests and assess the
efficacy of the suggested scheduling strategy, a simula-
tion environment was employed. This is due to the fact
that within the simulation environment, researchers
have the flexibility to utilize a wide range of resources,
including diverse quantities and characteristics, in
order to conduct their studies. Furthermore, tests can
be conducted multiple times without limitations on
time or cost of execution. The experimental configu-
ration for conducting tests includes a personal com-
puter (PC) with a central processing unit (CPU) of Intel
core i5 T8500 3.0GHz, a memory of 20.00 GB, and a
hard drive of 2 TB. The experiments are implemented
using the Java-based Eclipse IDE 3.0 and the Cloudsim

Table 1. Simulation parameters.

Parameter Value

Simulation tool Cloudsim
Processor Intel core i5-8500 3.00 GHz
Total machines 20
Total tasks 8000

3.0.3 simulation tool. Table 1 provides a comprehen-
sive overview of the experimental setup employed for
the purpose of conducting the experiments. The perfor-
mance of the proposed work (IAS) is compared against
the existing PSO [28], WO [12], INT-PSO [26], Hybrid
[25], GWO [18].

In order to give statistically meaningful and realistic
evaluations, meta-heuristic-based algorithms need to
go through multiple iterations. This is because stochas-
tic optimization approaches fall into this category.
In this particular investigation, every tactic is imple-
mented five times for each and every instance of the
HCSP dataset. The averages of the results are then com-
puted and presented for the purpose of comparison.
The makespan is the evaluation parameter that is of
the biggest importance and serves as the last require-
ment for cloud users. Figure X is a graphical repre-
sentation of the findings that regard to the duration of
time that is required to finish a collection of activities,
which is known as the makespan. These findings per-
tain to both the IAS as well as existing state-of-the-art
methodologies. i_hilo, c_hilo, c_lohi, and i_lohi are all
cases that are included in theHCSP benchmark dataset.
These examples were taken into consideration for this
analysis.

The Hybrid [25] and GWO [18] techniques have
shown improved performance when dealing with
c_hilo and i_hilo cases from the HCSP dataset. On
the other hand, they have shown significantly less suc-
cess when addressing c_lohi and i_lohi scenarios. The
PSO [28] method has shown that it performs signifi-
cantly better on c_hilo and i_hilo instances of theHCSP
dataset when compared to its performance on c_lohi
and i_lohi examples of the same dataset. The reason for
this is that the task sizes in the HCSP instances c_hilo
and i_hilo are significantly less when compared to the
task sizes in the instances c_lohi and i_lohi. In addition,
the linearly declining mode of the GWO [18] approach
has enabled it to demonstrate consistent performance
across all instances of the HCSP dataset.

The IAS method demonstrates that it is possible to
shorten themakespan for each and every instance of the
HCSP dataset. It achieves improvements ranging from
1% to 7% on the i_hilo instances, 2% to 11% on the
c_hilo instances, 1% to 5% on the i_lohi instances, and
1% to 4% on the c_lohi instances of the HCSP bench-
mark dataset when compared to the state-of-the-art
PSO [28], WO [12], INT-PSO [26], Hybrid [25], GWO
[18]. This illustrates that the strategy that was proposed
does an effective job of maintaining a more optimal



164 G. SENTHILKUMAR ET AL.

Figure 1. Makespan analysis.

Figure 2. Throughput analysis.

equilibrium between the local and global search pro-
cesses (Figure 1).

Throughput is another important statistic for eval-
uating the performance of the IAS. Figure 2 illustrates
the throughput outcomes obtained from the implemen-
tation of the IAS strategy, as well as its comparison
with other contemporary approaches. The comparison

is conducted specifically for the c_hilo, i_hilo, c_lohi,
and i_lohi instances of the HCSP dataset. Similarly,
the throughput data exhibit comparable patterns across
all of the compared techniques, mirroring the findings
reported in the makespan results.

According to the findings presented in Figure 2,
it can be observed that the suggested scheduler has
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demonstrated improved throughput performance in
the range of 1–7% for the execution of c_hilo, 2–12% for
i_hilo, 1–6% for c_lohi, and 1–4% for the execution of
i_lohi instances of theHCSPdataset. This improvement
is in comparison to the performance produced by IAS
with PSO [28], WO [12], INT-PSO [26], Hybrid [25],
GWO [18].

5. Conclusion

The topic of task scheduling in the cloud comput-
ing model poses a significant challenge, as it directly
impacts system performance. In this study, a proposed
task scheduler algorithm, hybridized BA (BAAEQRL),
is introduced as a potential solution for addressing
the specific issue at hand. The cloud system model
employed in experimental settings embodies a multi-
objective optimization conundrum. The allocation of a
high-performance processor is prioritized when a sub-
task is approaching its deadline. This concept efficiently
addresses the issues of makespan and power consump-
tion. The efficacy of the suggested study is evaluated by
comparing its performance with that of several exist-
ing works, with a focus on the metrics of makespan
and power usage. The performance of the suggested
work appears to be adequate, exhibiting improved out-
comes. Accurate decision-making in the majority of
Internet of Things (IoT) applications necessitates real-
time responses. In the forthcoming endeavor, the objec-
tive is to enhance the efficiency of response time and
implement scheduling techniques in order to deliver
prompt or nearly prompt responses for applications that
are sensitive to delays.
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